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Abstract—The Tits alternative states that a finitely generated
matrix group either contains a nonabelian free subgroup F2,
or it is virtually solvable. This paper considers two decision
problems in virtually solvable matrix groups: the Identity Problem
(does a given finitely generated subsemigroup contain the identity
matrix?), and the Group Problem (is a given finitely generated
subsemigroup a group?). We show that both problems are decid-
able in virtually solvable matrix groups over the field of algebraic
numbers Q. Our proof also extends the decidability result for
nilpotent groups by Bodart, Ciobanu, Metcalfe and Shaffrir, and
the decidability result for metabelian groups by Dong (STOC’24).
Since the Identity Problem and the Group Problem are known
to be undecidable in matrix groups containing F2 × F2, our
result significantly reduces the decidability gap for both decision
problems.

Index Terms—matrix semigroups, virtually solvable groups, ra-
tional semigroups, computational group theory, Identity Problem

1. INTRODUCTION

A. Decision problems in matrix semigroups

The computational theory of matrix groups and semigroups
is one of the oldest and most well-developed parts of com-
putational algebra. In the seminal work of Markov from the
1940s [1], the Semigroup Membership problem was shown to
be undecidable for integer matrices of dimension six. This
marked the first undecidability results obtained outside of
mathematical logic and the theory of computing. This area
now plays an essential role in analysing system dynamics, and
has numerous applications in automata theory, randomized al-
gorithms, program analysis, and interactive proof systems [2],
[3], [4], [5], [6]. In the 1950s, Mikhailova [7] similarly intro-
duced the Group Membership problem. For both problems,
we work in some fixed matrix group G. For effectiveness
reasons1, this paper focuses on the case where G is a subgroup
of GL(d,Q) for some d ≥ 1 (the group of d × d invertible
matrices over algebraic numbers). Given a set X ⊆ G, denote
by ⟨X⟩ the semigroup generated by X , and by ⟨X⟩grp the
group generated by X . Then the two decision problems are
formulated as follows.

(i) (Semigroup Membership) given A1, . . . , Am, T ∈ G,
decide whether T ∈ ⟨A1, . . . , Am⟩.

1Elements of the field of algebraic numbers Q can be effectively repre-
sented and computed [8].

(ii) (Group Membership) given A1, . . . , Am, T ∈ G, decide
whether T ∈ ⟨A1, . . . , Am⟩grp.

In this paper, we consider two closely related problems in-
troduced by Choffrut and Karhumäki in the 2000s [5]. Let I
denote the identity matrix.
(iii) (Identity Problem) given A1, . . . , Am ∈ G, decide

whether I ∈ ⟨A1, . . . , Am⟩.
(iv) (Group Problem) given A1, . . . , Am ∈ G, decide whether

⟨A1, . . . , Am⟩ is a group.
These decision problems concern the structure of a semigroup
rather than its membership. See for example [9], [10], [11]
for earlier developments on the Identity Problem and the
Group Problem, and see [12], [13] for surveys on more
recent progress. Note that decidability of the Group Problem
subsumes decidability of the Identity Problem and the Inverse
Problem (decide whether A−1

1 ∈ ⟨A1, . . . , Am⟩) [14]: these
are the essential special cases of Semigroup Membership.

All four algorithmic problems above are undecidable when
G contains as a subgroup a direct product of two free groups
F2 × F2 [7], [9], for example when G = SL(4,Z) (the group
of 4×4 integer matrices with determinant one). This motivates
us to study groups on the other end of the spectrum: namely
when G does not contain F2 as a subgroup. By the celebrated
Tits alternative [15], a finitely generated subgroup of GL(d,Q)
either contains F2 as a subgroup, or it is virtually solvable.
This paper will focus on the latter case.

B. Virtually solvable matrix groups over Q
We briefly recall the definitions of solvable, virtually solv-

able, metabelian, and nilpotent groups. Given a group G and
its subgroup H , denote by [G,H] the group generated by the
elements ghg−1h−1, g ∈ G, h ∈ H . A group G is solvable
if its derived series G = G(0) ≥ G(1) ≥ · · · , defined by
G(i+1) = [G(i), G(i)], reaches the trivial group in a finite
number of steps. A group is virtually solvable if it admits
a finite index subgroup that is solvable. In particular, solvable
groups are also virtually solvable. Metabelian groups and
nilpotent groups are special cases of solvable groups. A group
G is called metabelian if G(2) is trivial, or equivalently, if G
admits an abelian normal subgroup A such that the quotient
G/A is abelian. A group G is nilpotent if its lower central
series G = G0 ≥ G1 ≥ · · · , defined by Gi+1 = [G,Gi],
reaches the trivial group in a finite number of steps.



A classic result of Kopytov [16] showed that Group Mem-
bership is decidable in virtually solvable matrix groups over
Q. Semigroup Membership is proven to be undecidable for
some instances of solvable matrix groups, such as large direct
powers of the Heisenberg group H3(Z) [17]. Conversely, it has
been shown to be decidable for other instances, such as com-
mutative matrix groups over Q [18], the Heisenberg groups
H2n+1(Q) [19], the Baumslag-Solitar groups BS(1, q) [20],
and the lamplighter groups (Z/nZ) ≀ Z [21]. Decidability of
the Identity Problem and the Group Problem was open for
virtually solvable matrix groups over Q. Nevertheless, they
were recently proven to be decidable in the case of nilpotent
groups [22], [23] and in the case of metabelian groups [14].
In this paper, we completely answer this open problem by
proving decidability of the Identity Problem and the Group
Problem in all virtually solvable matrix groups over Q.

Note that in the definition of both problems, the input is a
set of matrices {A1, . . . , Am} in some virtually solvable group
G ≤ GL(d,Q). It is not important whether G is given as a
part of the input, as we can always suppose G to be the group
generated by {A1, . . . , Am}. This does not change the fact
that G is virtually solvable, since finitely generated subgroups
of virtually solvable groups are still virtually solvable [24].

Theorem 1.1. The Identity Problem and the Group Problem
are decidable in virtually solvable subgroups of GL(d,Q).
That is, given matrices A1, . . . , Am ∈ GL(d,Q) that gen-
erate a virtually solvable group2, it is decidable whether
I ∈ ⟨A1, . . . , Am⟩, and whether ⟨A1, . . . , Am⟩ is a group.

C. Related work and our contributions

Two significant results on the Identity Problem are its
decidability in nilpotent groups, due to Shaffrir [23] (and
independently by Bodart, Ciobanu, Metcalfe [22]), as well
as its decidability in metabelian groups, due to Dong [14].
Our paper generalizes these two results, and then uses their
generalization as crucial lemmas in our solution for virtually
solvable matrix groups over Q. In particular:

(1) We extend a key theorem in [22] and [23] from finitely
generated nilpotent groups to infinitely generated nilpotent
groups of finite Prüfer rank (Theorem 3.4, proof in Section 5).
This applies to groups of unitriangular matrices over an
algebraic number field K.

(2) We generalize the result in [14] from finitely generated
subsemigroups of metabelian groups to their rational sub-
semigroups (Theorem 3.8, proof in Section 4). To this end,
we combine automata theory with the concepts developed
in [14], and introduce new techniques such as A-graphs and
partial contractions. We connect automata over metabelian
groups to graphs over lattices, convex polytopes and algebraic
geometry, and prove several theorems under this new context
(Theorem 4.7, Lemma 4.12, Theorem 4.14).

(3) We then reduce the Group Problem in a virtually
solvable matrix group G to deciding if a rational subsemigroup

2Note that given A1, . . . , Am ∈ GL(d,Q), it is decidable whether
⟨A1, . . . , Am⟩grp is virtually solvable [25].

of a metabelian group is a group (Section 3). This reduction
is done by constructing a metabelian quotient T/[N,N ] of
a triangularizable subgroup T of G. The normal subgroup
[N,N ] ⊴ T is the commutator of an infinitely generated
nilpotent group N , hence the extension in (1) is needed. By
reducing from G to T/[N,N ], we inevitably pass from finitely
generated subsemigroups of G to rational subsemigroups of
T/[N,N ]. Hence the generalization in (2) is needed.
Finally, in Section 6, we discuss possible future work and the
limit of our results. In particular, our techniques cannot extend
to matrix groups over effective fields larger than Q, such as
Q(X), due to the failure of a key theorem (see Remark 5.8).

2. PRELIMILARIES

A. Rational subsemigroups and automata over groups

Let S be a set of elements in G. The semigroup ⟨S⟩
generated by S is defined as the set of non-empty products
of elements in S, that is, ⟨S⟩ := {g1g2 · · · gp | p ≥
1, g1, g2, . . . , gp ∈ S}.

Lemma 2.1 ([14, Lemma 2.2]). Let X be a finite set of
elements in a group G. The semigroup ⟨X⟩ contains the
neutral element I if and only if there is a non-empty subset
Y ⊆ X such that ⟨Y ⟩ is a group. Hence, if the Group Problem
is decidable in G, then the Identity Problem is also decidable
by testing the Group Problem on all subsets of the input.

In this paper, we will need the more general notion of
rational semigroups, which are recognized by automata over
groups. See [26] for a general reference on rational subsets of
groups. Given a group G, an automaton over G is defined by a
set of s states q1, . . . , qs, and a set of t transitions δ1, . . . , δt.
For each ℓ = 1, . . . , t, the transition δℓ has an origin state
which we denote by qΩ(ℓ), a destination state which we denote
by q∆(ℓ), as well as an evaluation in G which we denote by
ev(δℓ) ∈ G. We call q1 both the initial state and the accepting
state, that is, we only consider automata whose initial state is
the same as the accepting state.

A path in A is a non-empty sequence of transitions
w = δi1δi2 · · · δim , such that ∆(i1) = Ω(i2),∆(i2) =
Ω(i3), . . . ,∆(im−1) = Ω(im). The evaluation of such a path
is defined as ev(w) := ev(δi1) ev(δi2) · · · ev(δim) ∈ G. A path
is called an accepting run if additionally Ω(i1) = ∆(im) = 1.
Let ev(A) := {ev(w) | w is an accepting run of A}, this is
the set of elements of G recognized by accepting runs. Then
ev(A) is a subsemigroup of G because, if w and w′ are
accepting runs of A, then the concatenation ww′ is also an
accepting run, and ev(ww′) = ev(w) ev(w′). However, ev(A)
does not necessarily contain the neutral element of G, since
the empty sequence is not considered as an accepting run. We
say that the automaton A recognizes the semigroup ev(A). A
subset S ⊆ G is called a rational semigroup if there is some
automaton A over G that recognizes S.

An automaton A is called trim if every state is the origin of
some transition and every transition appears in some accepting
run. Every rational subsemigroup of G is recognized by a trim



automaton over G by removing states unreachable from q1 and
states from which q1 is unreachable.

If A has only one state q1, then all its transitions are loops,
so ev(A) is the semigroup generated by ev(δ1), . . . , ev(δt),
and we recover the definition of finitely generated semigroups.

B. Triangular matrix groups

Let K be a field. Denote respectively by T(d,K) and
UT(d,K) the group of d×d upper-triangular invertible matri-
ces over K and the group of d×d upper-unitriangular matrices
over K:

T(d,K) :=



a1 ∗ · · · ∗
0 a2 · · · ∗
...

...
. . .

...
0 0 · · · ad

 , a1a2 · · · ad ̸= 0

 ,

UT(d,K) :=



1 ∗ · · · ∗
0 1 · · · ∗
...

...
. . .

...
0 0 · · · 1


 ,

where ai and ∗ denote arbitrary entries in K. The group
T(d,K) and its subgroups are solvable; the group UT(d,K)
and its subgroups are nilpotent [24]. If T is any subgroup of
T(d,K), then N := T ∩UT(d,K) is a normal subgroup of T ,
and the quotient T/N is abelian.

Let G be a finitely generated subgroup of GL(d,Q). By
a classic result of Mal’cev [27], G is virtually solvable if
and only if it contains a finite index normal subgroup T
that is conjugate to a subgroup of T(d,Q). This gave rise
to algorithms that decide whether a given finitely generated
matrix group over Q is virtually solvable:

Theorem 2.2 ([25, Theorem 1.1], [28, Section 2.8]). There is
an algorithm that, given a finite number of generators for a
group G ≤ GL(d,Q), decides whether G is virtually solvable.
Furthermore, when G is virtually solvable, the algorithm
computes the generators3 for a finite index normal subgroup
T ⊴ G, as well as a matrix g ∈ GL(d,Q), such that
gTg−1 ≤ T(n,Q).

C. Polynomial rings, modules and semidirect products

Let R be a commutative ring or semiring (such as Z, R,
N or R≥0). Denote by R[X±

1 , . . . , X±
n ] the Laurent poly-

nomial ring or semiring over R with n variables: this is
the set of polynomials of variables X1, X

−1
1 , . . . , Xn, X

−1
n ,

with coefficients in R. We have XiX
−1
i = 1. When n is

fixed, we denote R[X±] := R[X±
1 , . . . , X±

n ]. For a vector
a = (a1, . . . , an) ∈ Zn, denote by Xa the monomial
Xa1

1 Xa2
2 · · ·Xan

n .
When R is a commutative ring, an R[X±]-module is

defined as an abelian group (M,+) along with an operation
· : R[X±]×M → M satisfying f · (m+m′) = f ·m+f ·m′,
(f + g) · m = f · m + g · m, fg · m = f · (g · m) and

3Note that when G is finitely generated, its finite index subgroups are
also finitely generated [24, Lemma 7.86].

1·m = m. For example, for any d ∈ N, R[X±]d is an R[X±]-
module by f · (g1, . . . , gd) = (fg1, . . . , fgd). Throughout
this paper, we use the bold symbol f to denote a vector
(f1, . . . , fd) ∈ R[X±]d.

Given vectors h1, . . . ,hk ∈ R[X±]d, we say that they
generate the R[X±]-module

k∑
i=1

R[X±] · hi :=

{
k∑

i=1

pi · hi

∣∣∣∣∣ p1, . . . , pk ∈ R[X±]

}
.

Given submodules M,N of R[X±]d such that M ⊇ N , we
define the quotient M/N := {m | m ∈ M} where m1 =
m2 if and only if m1 − m2 ∈ N . This quotient is also an
R[X±]-module. We say that an R[X±]-module Y is finitely
presented if it can be written as a quotient M/N for two
submodules M,N of R[X±]d for some d ∈ N, where both
M and N are generated by finitely many elements. We call
a finite presentation of Y the respective generators of such
M,N . Given a finitely presented Z[X±

1 , . . . , X±
n ]-module Y ,

we can define a metabelian group using semidirect product:

Y ⋊ Zn := {(y, a) | y ∈ Y, a ∈ Zn}; (1)

multiplication and inversion in this group are defined by

(y, a)(y′, a′) =
(
y+Xa·y′, a+a′

)
, (y, a)−1 =

(
−X−a·y,−a

)
.

(2)
The neutral element of Y⋊Zn is (0, 0). Intuitively, the element

(y, a) can be seen as a 2× 2 matrix
(
Xa y
0 1

)
, where group

multiplication is represented by matrix multiplication. Note
that Y ⋊ Zn naturally contains the subgroups Zn ∼= {(0, a) |
a ∈ Zn} and Y ∼= {(y, 0n) | y ∈ Y}.

3. DECIDABILITY IN VIRTUALLY SOLVABLE MATRIX
GROUPS: PROOF OVERVIEW

Omitted proofs can be found in Appendix A. In this section
we prove our main result:

Theorem 1.1. The Identity Problem and the Group Problem
are decidable in virtually solvable subgroups of GL(d,Q).
That is, given matrices A1, . . . , Am ∈ GL(d,Q) that gen-
erate a virtually solvable group, it is decidable whether
I ∈ ⟨A1, . . . , Am⟩, and whether ⟨A1, . . . , Am⟩ is a group.

By Lemma 2.1, it suffices to show decidability of the
Group Problem. Given A1, . . . , Am ∈ GL(d,Q) such that
G := ⟨A1, . . . , Am⟩grp is virtually solvable, our goal is to
decide whether ⟨A1, . . . , Am⟩ is a group.

By Theorem 2.2, G admits a finite index normal subgroup
T such that gTg−1 ≤ T(d,Q) for an effectively computable
element g ∈ GL(d,Q). We can replace G with gGg−1 (that
is, replace the generators A1, . . . , Am by their conjugates
gA1g

−1, . . . , gAmg−1), and thus without loss of generality
suppose T ≤ T(d,Q). Furthermore, a finite set of generators
for T is also given by Theorem 2.2. After the replacement, let
K denote the field generated by all the entries of A1, . . . , Am.
Then, G and T are respectively subgroups of GL(d,K) and
T(d,K).



Deciding whether ⟨A1, . . . , Am⟩ is a group is done through
a series of reductions. First, we reduce it to a deciding whether
the rational semigroup S := ⟨A1, . . . , Am⟩ ∩ T is a group:

Lemma 3.1. Let T ≤ T(d,K) be a finite index normal
subgroup of G = ⟨A1, . . . , Am⟩grp, given by a finite set
of generators. Then, ⟨A1, . . . , Am⟩ is a group if and only
if S := ⟨A1, . . . , Am⟩ ∩ T is a group. Furthermore, S
is a rational subsemigroup of T , whose automaton can be
effectively computed from A1, . . . , Am and the generators of
T .

Example 3.2. This will be the running example of this section.
Consider the following elements in the virtually solvable group
T(3,Q)× (Z/2Z):

A1 =

2 7 0
0 1 1
0 0 1

 , 1

 , A2 =

1 −1 1
0 2 5
0 0 1

 , 0

 ,

A3 =

1/2 1 3
0 1/2 −1
0 0 1

 , 0

 .

Let G = ⟨A1, A2, A3⟩grp and let T be its index-two subgroup
T := {(B, z) ∈ G | z = 0}. One can for brevity discard the
entry z = 0, and simply write T as a group of upper triangular
matrices {B ∈ T(3,Q) | (B, 0) ∈ G}. Then, the semigroup
S := ⟨A1, A2, A3⟩∩T consists of those products of A1, A2, A3

where A1 is used an even number of times. Therefore, S is
recognized by automaton A over T in Figure 1. Here, T can
be directly computed as:

T =


2a x z

0 2b y
0 0 1

 ∣∣∣∣∣∣ a, b ∈ Z, x, y, z ∈ Z[1/2]

 , (3)

where Z[1/2] :=
{

a
2p

∣∣ a ∈ Z, p ∈ N
}

.

The following lemma further shows we can without loss of
generality suppose ⟨S⟩grp = T :

Lemma 3.3. Let S be a rational subsemigroup of T , then
⟨S⟩grp is finitely generated. Furthermore, given an automaton
over T that recognizes S, one can compute an automaton
over ⟨S⟩grp that recognizes S, as well as compute a set of
generators for ⟨S⟩grp.

Lemma 3.1 and 3.3 are proven using only classic ideas and
techniques from automata theory. In particular, Lemma 3.1
shows that ⟨A1, . . . , Am⟩ is a group if and only if S is a
group. Lemma 3.3 shows that we can suppose S to be given
by an automaton over ⟨S⟩grp instead of T . In other words, we
can replace T by its subgroup ⟨S⟩grp, and suppose without
loss of generality ⟨S⟩grp = T . We proceed to decide whether
S is a group.

Let N := T ∩ UT(d,K), then N is a nilpotent normal
subgroup of T . Consider the normal subgroup [N,N ] of N ,
we obtain a descending sequence of subgroups

T ⊵ N ⊵ [N,N ],

Automaton recognizing

Automaton recognizing

L
em

m
a 3.1

C
orollary 3.5

(virtually solvable)

(triangular)

(metabelian)

Fig. 1. Illustration of Example 3.2: reduction from the virtually solvable
group G ⊇ ⟨A1, A2, A3⟩, to the triangular matrix group T ⊇ S, then to the
metabelian group T/[N,N ] ⊇ S.

where T/N is finitely generated abelian, and N/[N,N ] is
abelian.

The group [N,N ] is also a normal subgroup of T because,
for all t ∈ T, n,m ∈ N , we have t(nmn−1m−1)t−1 =
(tnt−1)(tmt−1)(tnt−1)−1(tmt−1)−1 ∈ [N,N ]. Therefore,



the quotient T/[N,N ] is a finitely generated metabelian group.

Example 3.2 (continued). Recall T from Equation (3). Di-
rectly computing N := T ∩ UT(3,Q), we have

N =


1 x z
0 1 y
0 0 1

 ∣∣∣∣∣∣ x, y, z ∈ Z[1/2]

 ,

and hence

[N,N ] =


1 0 z
0 1 0
0 0 1

 ∣∣∣∣∣∣ z ∈ Z[1/2]

 .

Note that N and [N,N ] are not finitely generated, even though
T is finitely generated.

Our next step is to show that S ⊆ T is a group if and only if
its image S under the quotient map T → T/[N,N ] is a group.
In other words, we will simplify T by “modulo” [N,N ], and
show that this (remarkably) does not change whether S is a
group.

Our first main technical theorem is a weak version of the
above simplification:

Theorem 3.4. Let K be an algebraic number field and N
be a subgroup of UT(d,K). Let M be a subsemigroup of N
and denote by M its image under the quotient map N →
N/[N,N ]. If M = N/[N,N ] (equivalently, if M [N,N ] =
N ), then M = N .

Theorem 3.4 is a deep generalization of [23, Corollary 1]
(see also [22, Proposition 19]), which proved the case when N
is finitely generated. Theorem 3.4 relaxes this constraint, the
key idea being that for an algebraic number field K, subgroups
of UT(d,K) have finite Prüfer rank. The proof of Theorem 3.4
is given in Section 5. We now strengthen Theorem 3.4 from
N to T :

Corollary 3.5. Let S be a subsemigroup of T such that
⟨S⟩grp = T . Then S is a group (i.e. S = T ) if and only
if its image S under the quotient map T → T/[N,N ] is a
group (i.e. S = T/[N,N ]).

Proof. If S = T then obviously S = T/[N,N ]. In the other
direction, if S = T/[N,N ] (which yields S[N,N ] = T ), then
(S ∩N)[N,N ] = N . Using Theorem 3.4 we deduce that the
semigroup M = S ∩N is actually equal to N , and therefore
S ⊇ N ⊇ [N,N ]. It follows that S = S[N,N ] = T .

Example 3.2 (continued). We continue Example 3.2 to
give an intuition about the group T/[N,N ]. Since T =
2a x z

0 2b y
0 0 1

 ∣∣∣∣∣∣ a, b ∈ Z, x, y, z ∈ Z[1/2]

 and [N,N ] =
1 0 z
0 1 0
0 0 1

 ∣∣∣∣∣∣ z ∈ Z[1/2]

, elements of T/[N,N ] can be

seen as matrices of the form

2a x ■
0 2b y
0 0 1

 , a, b ∈ Z, x, y ∈

Z[1/2], where ■ is an extra symbol. The group operation in
T/[N,N ] is like matrix multiplication in T but ignoring the
upper-right entry ■. Therefore, the image S of the semigroup
S under the quotient map T → T/[N,N ] is recognized by
the automaton A at the bottom of Figure 1. Intuitively, the
quotient by [N,N ] simplifies S by “ignoring” all the upper-
right entries, and Corollary 3.5 shows that such a simplification
does not change whether S is a group. This allows us to reduce
from the subsemigroup S of the triangular matrix group T to
the subsemigroup S of the metabelian group T/[N,N ].

By Corollary 3.5, deciding whether S ⊆ T is a group
boils down to deciding whether S ⊆ T/[N,N ] is a group:
this will be our new task. From an automaton A over T that
recognizes S, we can construct an automaton A over T/[N,N ]
that recognizes S by projecting the transition evaluations
under T → T/[N,N ]. Next, we switch from the matrix
representation of T/[N,N ] to the following more standard
way of representing metabelian groups.

Lemma 3.6 (Composition of [29, Lemma 2] and [14,
Lemma B.3]). Let K be an algebraic number field. Suppose
we are given a finitely generated subgroup T of T(d,K),
let N := T ∩ UT(d,K). One can compute an embedding
φ : T/[N,N ] ↪→ (Y ⋊ Zn)/H , where

(i) n ∈ N and Y is a finitely presented Z[X±
1 , . . . , X±

n ]-
module.

(ii) H is a subgroup of Zn ≤ Y ⋊ Zn, and elements of H
commute with all elements in Y ⋊ Zn.

In particular, given any g ∈ T , one can compute (y, z) ∈
Y ⋊ Zn such that φ(g[N,N ]) = (y, z)H .

Since φ is an embedding, the semigroup S ⊆ T/[N,N ] is a
group if and only if its image φ(S) ⊆ (Y⋊Zn)/H is a group.
In turn φ(S) is a group if and only if φ(S)H ⊆ Y ⋊Zn is a
group. We went from “abstract” semigroups inside T/[N,N ]
to “concrete” semigroups inside Y ⋊ Zn.

Lemma 3.7. Let φ(S) be a rational subsemigroup of (Y ⋊
Zn)/H recognized by a given automaton. Then one can
compute an automaton over Y ⋊ Zn that recognizes the
subsemigroup φ(S)H .

The idea behind Lemma 3.7 is as follows: from an automa-
ton that recognizes φ(S), one can construct an automaton that
recognizes φ(S)H by attaching loops at q1, whose evaluations
generate H as a semigroup. Now, deciding whether a rational
semigroup S ⊆ T/[N,N ] is a group boils down to deciding
whether the rational semigroup φ(S)H ⊆ Y ⋊Zn is a group.

Theorem 3.8. Given as input a finitely presented
Z[X±

1 , . . . , X±
n ]-module Y and an automaton A over

Y ⋊ Zn, it is decidable whether ev(A) is a group.

Theorem 3.8 is highly non-trivial and is our second main
technical contribution. Its proof is given in Section 4. Theo-
rem 3.8 can be seen a generalization of [14, Theorem 1.1],
which proves the decidability result for finitely generated
subsemigroups of Y ⋊ Zn.



Summarizing all the above results, we obtain a proof of
Theorem 1.1:

Proof of Theorem 1.1. By Lemma 2.1, it suffices to decide
the Group Problem. Conjugating A1, . . . , Am by the ele-
ment g computed in Theorem 2.2, we can suppose G :=
⟨A1, . . . , Am⟩grp admits a finite index normal subgroup T ≤
T(d,K) for some algebraic number field K. Then, Lemma 3.1
shows that ⟨A1, . . . , Am⟩ is a group if and only if the rational
semigroup S = ⟨A1, . . . , Am⟩∩T is a group, and Lemma 3.3
shows that we can replace T with its subgroup ⟨S⟩grp. Then,
by Corollary 3.5, Lemma 3.6 and Lemma 3.7, the rational
semigroup S is a group if and only if φ(S)H is a group.
Furthermore, one can construct an automaton A over Y ⋊Zn

that recognizes φ(S)H . It is then decidable by Theorem 3.8
whether φ(S)H is a group.

4. RATIONAL SUBSEMIGROUPS OF METABELIAN GROUPS

In this section we prove Theorem 3.8. Our proof extends a
number of ideas from [14]. We present here a self-contained
proof of Theorem 3.8, but whenever a definition or theorem
comes from generalizing [14], we will give a comparison to
the original work and include a reference, often as footnote.

Suppose the automaton A over Y⋊Zn has states q1, . . . , qs
and transitions δ1, . . . , δt. Without loss of generality we can
suppose A to be trim. For each transition δℓ, ℓ = 1, . . . , t,
denote its evaluation by (yℓ, aℓ) ∈ Y ⋊ Zn. Our first step of
deciding whether ev(A) is a group is to reduce it to finding
an Identity Traversal of a primitive automaton.

Given an automaton A over Y ⋊ Zn, we define a new
automaton A± as follows: the states of A± are the same as A,
and the transitions of A± are δ1, . . . , δt, δ

−
1 , . . . , δ−t . Here, δ−ℓ

is a transition from the destination of δℓ to the origin of δℓ, with
evaluation ev(δ−ℓ ) := (yℓ, aℓ)

−1. We say that A is primitive,
if the image of ev(A±) under the projection Y ⋊ Zn → Zn

is Zn.

Lemma 4.1. Suppose we are given a trim automaton A
over Y ⋊ Zn. One can compute ñ ∈ N, a finitely presented
Z[X̃1

±
, . . . , X̃ñ

±
]-module Ỹ , and a primitive trim automaton

Ã over Ỹ ⋊ Zñ, such that ev(A) is a group if and only if
ev(Ã) is a group.

By Lemma 4.1, throughout this section we can without loss
of generality suppose A to be trim and primitive by replacing
it with Ã. We define an accepting traversal of A to be an
accepting run that uses every transition at least once. We define
an Identity Traversal of A to be an accepting traversal whose
evaluation is the neutral element (0, 0n) ∈ Y ⋊ Zn.

Proposition 4.2. The semigroup ev(A) is a group if and only
if A admits an Identity Traversal.

A. From Identity Traversals to A-graphs

We define the notion of an A-graph4. For each state
qi of A, we assign to it a lattice Λi

∼= Zn. We con-
sider the disjoint union Λ := Λ1 ⊔ · · · ⊔ Λs as a sub-
set of a larger lattice Zs+n in the following way. Let
(b1, 0

n), . . . , (bs, 0
n), (0s, d1), . . . , (0

s, dn) be the natural ba-
sis of Zs+n. Here, bi ∈ Zs is the vector with 1 on the i-th
coordinate and 0 elsewhere, and dj ∈ Zn is the vector with
1 on the j-th coordinate and 0 elsewhere. For i = 1, . . . , s,
we identify Λi with {bi} × Zn by the map z 7→ (bi, z). See
Figure 2 for an illustration. Thus, a vertex v in Λ ⊂ Zs+n is
always denoted by a pair (bi, z) ∈ {b1, . . . , bs} × Zn, where
the index i signifies that v is in the lattice Λi, and z is the
coordinate of v within Λi

∼= Zn.

Fig. 2. The disjoint union Λ = Λ1 ⊔ Λ2 as a subset of Zs+n, where
s = 2, n = 1.

Fig. 3. An automaton A, where a1 = 1, a2 = 1, a3 = −1, a4 = −1.

Fig. 4. The A-graph Γ(w) associated to the accepting run w =
δ1δ2δ2δ3δ4.

Definition 4.3 (A-graphs). An A-graph is a directed multi-
graph Γ, whose set of vertices is a finite subset of Λ. The

4A-graphs are a generalization of the G-graphs defined in [14], which
are exactly A-graphs with s = 1. In other words, A-graphs can be considered
as a collection of G-graphs with edges between them.



edges of Γ are each labeled with an index in {1, . . . , t}. Fur-
thermore, each edge with label ℓ connects from some vertex
(bΩ(ℓ), z), z ∈ Zn to the vertex (b∆(ℓ), z+aℓ). Recall that Ω(ℓ)
and ∆(ℓ) are the indices of the origin and destination states of
the transition δℓ, and aℓ ∈ Zn is such that ev(δℓ) = (yℓ, aℓ).
In other words, an edge with label ℓ connects from ΛΩ(ℓ) to
Λ∆(ℓ), the Zn-coordinates of the target and source of the edge
differ by aℓ.

For an A-graph Γ, denote by V (Γ) its set of vertices, and
by E(Γ) its set of edges. For an edge e ∈ E(Γ), we denote
its source vertex by σ(e) and its target vertex by τ(e).

For an accepting run w of A, we associate to it a unique
A-graph Γ(w), defined as follows. Write w = δℓ1 · · · δℓm . For
each j = 1, . . . ,m, we add an edge starting at the vertex
(bΩ(ℓj), aℓ1 + · · ·+ aℓj−1), ending at the vertex (b∆(ℓj), aℓ1 +
· · · + aℓj ), with the label ℓj . For j = 1, the edge starts at
(b1, 0

n). See Figure 3 and 4 for an illustration.

Definition 4.4 (Element represented by an A-graph). For
an edge e in an A-graph Γ, denote by λ(e) its label.
Let πZn : Zs+n → Zn denote the projection (b, z) 7→ z.
The element in Y represented by an edge e is defined as
XπZn (σ(e))·yλ(e). (For example in Figure 4, the edge with label
4 represents the element X2

1 ·y4 ∈ Y .) The element represented
by an A-graph is defined as

∑
e∈E(Γ) X

πZn (σ(e))yλ(e), the
sum of all the elements represented by its edges. By direct
computation, if w is an accepting run of A with evaluation
(y, z) ∈ Y ⋊ Zn, then y is the element represented by the
associated graph Γ(w), and z is the sum

∑
e∈E(Γ) aλ(e).

Given an A-graph Γ and a vector z ∈ Zn, we define the
translation Γ+(0s, z) to be a copy of Γ where each vertex and
edge is moved by the vector (0s, z). Note that if Γ represents
y ∈ Y , then Γ + (0s, z) represents Xz · y. We call an A-
graph full-image if it contains at least one edge of label ℓ for
each ℓ ∈ {1, . . . , t}. Let Γ be a full-image Eulerian A-graph,
then it has a translation Γ + (0s, z) that contains the vertex
(b1, 0

n). By reading the labels on its Eulerian circuit starting
from (b1, 0

n), we obtain an accepting run w of A such that
Γ(w) = Γ + (0s, z). We can then show:

Lemma 4.5. There exists an Identity Traversal of A if and only
if there exists a full-image Eulerian A-graph that represents
0.

Our next step is to replace the Eulerian property in
Lemma 4.5 by a more “local” property. For this, we need
the notion of face-accessibility5. Let C be a (closed) convex
polytope. A face F of C is the intersection of C with any
closed halfspace whose boundary is disjoint from the interior
of C. A strict face is a face of C that is not the empty set
or C itself. For example, if C is of dimension two, then the
strict faces of C are its edges and its vertices.

5When s = 1, face-accessibility of an A-graph is equivalent to face-
accessibility of a G-graph defined in [14].

Definition 4.6 (face-accessibility of an A-graph). Let Γ be
an A-graph. Denote by C ⊊ Rs+n the convex hull of V (Γ).
A strict face F of C is called accessible if there is an edge
e ∈ E(Γ) such that σ(e) ∈ F and τ(e) ∈ C \ F . The A-
graph Γ is called face-accessible if every strict face of C is
accessible. See Figures 5, 6 and 7 for examples.

Fig. 5. Example of a non face-accessible graph: the strict face F not
accessible.

Fig. 6. A non face-accessible graph: F is not accessible. Note that
Λ1,Λ2,Λ3 are not in the same plane, despite appearing so in the figure.

Fig. 7. A face-accessible graph Γ that is not Eulerian due to discon-
nectivity.

Fig. 8. The union Γ̂ of two translations of Γ drawn respectively in
black and red.

Recall that a directed graph Γ is called symmetric if the in-
degree is equal to the out-degree at every vertex. An Eulerian
graph is symmetric and face-accessible. While symmetric face-
accessible graphs are not necessarily Eulerian, we show that
they can be used to construct Eulerian graphs:

Theorem 4.7. Suppose A is trim and primitive. Let Γ be a full-
image, symmetric and face-accessible A-graph. Then there
exist z1, . . . , zm ∈ Zn, such that the union of translations
Γ̂ :=

⋃m
i=1 Γ + (0s, zi) is an Eulerian graph.6

See Figure 8 for an illustration of Theorem 4.7. The proof is
given in Appendix B. Note that the face-accessibility condition

6Theorem 4.7 is a generalization of [14, Theorem 3.3], which covers the
case of s = 1. Proving the general statement with s ≥ 2 is highly non-trivial.
It is crucial that Γ is an A-graph (with vertices in Λ) instead of an arbitrary
graph over Zs+n: the theorem is false for arbitrary graphs over Zs+n.



is necessary: one can verify that taking a union of horizontal
translations of the graphs in Figure 5 or 6 cannot produce a
connected graph. Lemma 4.5 and Theorem 4.7 lead to:

Proposition 4.8. A trim primitive automaton A admits an
Identity Traversal if and only if there exists a full-image
symmetric face-accessible A-graph that represents 0.

B. From A-graphs to position polynomials

We now describe A-graphs using their position polynomials.
The difficulty here is the characterization of face-accessibility
when s ≥ 2. We overcome this by introducing the notion
of partial contractions. This can be intuitively understood
as “contracting” the collection of lattices Λ1, . . . ,Λs into a
single lattice, and reducing to the case s = 1, which has been
completely understood in [14].

The position polynomials of an A-graph is a tuple f =
(f1, . . . , ft) ∈ N[X±]t, where

fℓ :=
∑

e∈E(Γ),λ(e)=ℓ

XπZn (σ(e)), ℓ = 1, . . . , t.

That is, fℓ is the sum of monomials Xz , where z ranges
over the Zn-coordinate of the source vertex of all edges of
label ℓ. These polynomials have only non-negative coefficients,
hence are in N[X±]. For example, for the A-graph Γ drawn
in Figure 4, the position polynomials will be the four-tuple
(f1, f2, f3, f4), where f1 = 1, f2 = X1 +X2

1 , f3 = X3
1 , f4 =

X2
1 .
Conversely, given any tuple of polynomials f =

(f1, . . . , ft) ∈ N[X±]t, one can construct a G-graph Γ such
that f is exactly its tuple of position polynomials. Indeed, for
each monomial cXz appearing in fℓ, we can draw c ≥ 1 edges
of label ℓ starting at vertex (bΩ(ℓ), z).

In the wake of Proposition 4.8, we will characterize the
following four properties of an A-graph Γ using its position
polynomials: (i) whether Γ is full-image, (ii) whether Γ is
symmetric, (iii) whether Γ represents 0 ∈ Y , (iv) whether Γ
is face-accessible. Properties (i)-(iii) are easy to characterize:

Lemma 4.9. Let Γ be an A-graph with position polynomials
f = (f1, . . . , ft) ∈ N[X±]t.

(i) Γ is full-image if and only if fℓ ∈ N[X±]∗ := N[X±] \
{0}, for ℓ = 1, . . . , t.

(ii) Γ is symmetric if and only if for each i = 1, . . . , s, we
have

∑
ℓ : Ω(ℓ)=i fℓ =

∑
ℓ : ∆(ℓ)=i fℓ ·Xaℓ .

(iii) Γ represents 0 if and only if
∑t

ℓ=1 fℓ · yℓ = 0.

To characterize the face-accessibility of Γ, we will use
the weighted degree of a “contracted” version of position
polynomials. Let · denote the dot product in Rn. Given a
polynomial f =

∑
a∈Zn caX

a ∈ R[X±]∗ and a vector
v ∈ (Rn)

∗ := Rn\{0}, the weighted degree of f at direction v
is defined as degv(f) := max{v · a | a ∈ Zn, ca ̸= 0}. Define
additionally degv(0) = −∞. We now introduce the notion of
partial contractions of an automaton A:

Definition 4.10 (Partial contraction). A partial contraction of
A is a tuple (S, T , ρ), where

(i) S is a non-empty subset of {1, . . . , s}.
(ii) T is a subset of {1, . . . , t}, such that the transitions {δℓ |

ℓ ∈ T } form a spanning tree of the state set {qi | i ∈ S}
in the underlying undirected graph. In particular, |T | =
|S| − 1.

(iii) ρ is an element of S; the state qρ will be seen as the
“root” of the undirected spanning tree.

Then in the automaton A± (recall its definition before
Lemma 4.1), for every index i ∈ S, there exists a unique
path consisting of transitions in {δℓ | ℓ ∈ T } ∪ {δ−ℓ | ℓ ∈ T },
that connects from qi to qρ. See the automaton in Figure 9 for
an illustration.

Fig. 9. Partial contraction with S = {2, 3, 4}, T = {4, 5}, ρ = 3.
The contracted transitions (δ4 and δ5) are marked with thick arrows,
and Ω−1(S) = {2, 3, 4, 5, 6}.

Fig. 10. Non-accessible face F becomes three petals after contraction.

Let f = (f1, . . . , ft) ∈ N[X±]t be the position polynomials
of Γ. For a set S ⊆ {1, . . . , s}, denote Ω−1(S) := {ℓ | Ω(ℓ) ∈



S}. Given a partial contraction (S, T , ρ) and a tuple of position
polynomials f = (f1, . . . , ft) ∈ N[X±]t, define the tuple of
contracted position polynomials

f (S,T ,ρ) :=
(
f
(S,T ,ρ)
ℓ

)
ℓ∈Ω−1(S)

∈ N[X±]|Ω
−1(S)|,

where the polynomial f
(S,T ,ρ)
ℓ ∈ N[X±], ℓ ∈ Ω−1(S), is

defined as follows: there is a unique path PΩ(ℓ) in A±,
consisting of transitions in {δℓ | ℓ ∈ T } ∪ {δ−ℓ | ℓ ∈ T },
that connects from qΩ(ℓ) to qρ. Write its evaluation ev(PΩ(ℓ))

as (yPΩ(ℓ)
, zPΩ(ℓ)

). We define f
(S,T ,ρ)
ℓ := fℓ ·X

zPΩ(ℓ) .
Similarly, if ∆(ℓ) ∈ S, we denote by P∆(ℓ) the path in

A± from q∆(ℓ) to qρ, consisting of transitions in {δℓ | ℓ ∈
T } ∪ {δ−ℓ | ℓ ∈ T }. The path P∆(ℓ) evaluates to an element
(yP∆(ℓ)

, zP∆(ℓ)
) for some zP∆(ℓ)

∈ Zn. Define the contracted
edge vectors in Zn:

a
(S,T ,ρ)
ℓ :=

{
aℓ + zP∆(ℓ)

− zPΩ(ℓ)
, ℓ ∈ Ω−1(S) ∩∆−1(S),

0n ℓ ∈ Ω−1(S) \∆−1(S).

Example 4.11. Let us compute the contracted position
polynomials for the example in Figure 9. As shown in the
figure, let f1 = 1, f2 = X1, f3 = X3

1 , f4 = X2
1 , f5 = X3

1

and f6 = X4
1 . The partial contraction we use is S = {2, 3, 4},

T = {4, 5}, ρ = 3, so Ω−1(S) = {2, 3, 4, 5, 6}. The path P4

from q4 to q3 evaluates to (y4,−1), so zP4 = −1. We have
Ω(2) = Ω(3) = 4, therefore f

(S,T ,ρ)
3 = f3 · X−1

1 = X2
1 and

f
(S,T ,ρ)
4 = f4 ·X−1

1 = X1. Similarly, the path P2 from q2 to
q3 evaluates to (y5, 2)

−1 = (−X−2
1 y5,−2), so zP2

= −2. We
have Ω(6) = 2, therefore f

(S,T ,ρ)
6 = f6 ·X−2

1 = X2
1 . Finally,

we have Ω(2) = Ω(5) = 3, therefore f
(S,T ,ρ)
2 = f2 = X1 and

f
(S,T ,ρ)
5 = f5 = X3

1 . The contracted position polynomials are
therefore (f

(S,T ,ρ)
2 , f

(S,T ,ρ)
3 , f

(S,T ,ρ)
4 , f

(S,T ,ρ)
5 , f

(S,T ,ρ)
6 ) =

(X1, X
2
1 , X1, X

3
1 , X

2
1 ). The contracted edge vectors

are (a
(S,T ,ρ)
2 , a

(S,T ,ρ)
3 , a

(S,T ,ρ)
4 , a

(S,T ,ρ)
5 , a

(S,T ,ρ)
6 ) =

(1, 0, 0, 0, 0).

The contracted position polynomials can be seen as “po-
sition polynomials” of a graph Γ(S,T ,ρ) over Zn, which is
obtained from Γ by contracting the lattices Λi, i ∈ S into a
single lattice Zn, and discarding the other lattices Λi, i /∈ S.
See Figure 9 for an illustration. During the contraction, each
lattice Λi = {bi} × Zn, i ∈ S, is translated by the vector
(−bi, zPi

), where zPi
is the sum of the Zn-coordinates along

the unique path (in the subgraph of A± defined by T ) from
qi to qρ. In particular, if two lattices Λi,Λj , i, j ∈ S, are
connected by some edge e with label ℓ ∈ T , then the edge
e will become a loop after the contraction (e.g. the green
and blue edges in Figure 9). Similarly, the contracted edge
vector a(S,T ,ρ)

ℓ corresponds to the edge vector of label ℓ after
the contraction. The edges in the contracted graph Γ(S,T ,ρ)

have labels in Ω−1(S). Edges going to a discarded lattice
Λi, i /∈ S (e.g. the brown edge) can be seen as “dangling”:
these are edges with labels in Ω−1(S) ∩ ∆−1(S)∁, where
∆−1(S)∁ := {1, . . . , t} \ ∆−1(S). Note that when S is a
singleton {ρ}, the set T is empty, and the tuple f ({ρ},∅,ρ)

is simply (fℓ)ℓ∈Ω−1(ρ).

Given a partial contraction (S, T , ρ) and a vector v ∈
(Rn)

∗, define

Mv((S, T , ρ),f) :=

{
ℓ ∈ Ω−1(S)

∣∣∣∣∣
degv

(
f
(S,T ,ρ)
ℓ

)
= max

ℓ′∈Ω−1(S)

{
degv

(
f
(S,T ,ρ)
ℓ′

)}}
.

This is the set of labels ℓ ∈ Ω−1(S) such that degv
(
f
(S,T ,ρ)
ℓ

)
is maximal. In the contracted graph Γ(S,T ,ρ), the source
coordinate of edges with labels in Mv((S, T , ρ),f) have the
largest inner product with v. Define additionally

Ov(S, T , ρ) :=
{
ℓ ∈ Ω−1(S)

∣∣∣ a(S,T ,ρ)
ℓ ̸⊥ v

}
.

This is the set of labels whose contracted edge vectors a(S,T ,ρ)
ℓ

are not orthogonal to v.

Example 4.11 (continued). We now compute the sets
Mv((S, T , ρ),f) and Ov(S, T , ρ) for Example 4.11. Since
we are working in dimension n = 1, the vector v is a real
number in R∗. If v < 0, then Mv((S, T , ρ),f) = {2, 4},
because f

(S,T ,ρ)
2 and f

(S,T ,ρ)
4 have the lowest degree (that is,

highest degree at direction v = −1) in the tuple f (S,T ,ρ). If
v > 0, then Mv((S, T , ρ),f) = {5}, because f

(S,T ,ρ)
5 has

the highest degree in the tuple f (S,T ,ρ). Correspondingly in
the contracted graph Γ(S,T ,ρ), at the left extremity we have the
sources of edges with label in {2, 4}; and at the right extremity
we have the sources of edges with label in {5}. See Figure 9.

As for the set Ov(S, T , ρ), for all v ∈ R∗ we have
Ov((S, T , ρ),f) = {2}, because a

(S,T ,ρ)
2 is the only non-zero

vector among a
(S,T ,ρ)
ℓ , ℓ ∈ Ω−1(S). Correspondingly in the

contracted graph Γ(S,T ,ρ), only the edge with label 2 is not a
loop or a dangling edge.

Using the contracted position polynomials and the con-
tracted edge vectors, we can characterize face-accessibility
of Γ. The following lemma is a formal way of expressing
“Γ is face-accessible if and only if all its partial contractions
Γ(S,T ,ρ) are face-accessible” (in particular, faces containing
sources of “dangling” edges are considered accessible).

Lemma 4.12. Let Γ be a symmetric A-graph with position
polynomials f = (f1, . . . , ft) ∈ N[X±]t. Then Γ is face-
accessible if and only if for every partial contraction (S, T , ρ),
we have(

Ov(S, T , ρ) ∪∆−1(S)∁
)
∩Mv((S, T , ρ),f) ̸= ∅ (4)

for every v ∈ (Rn)
∗.

Sketch of proof. See Appendix A for a full proof. We show the
contrapositive: the convex hull C of V (Γ) has a non-accessible
face if and only if ∃(S, T , ρ),∃v ∈ (Rn)

∗
, such that(

Ov(S, T , ρ) ∪∆−1(S)∁
)
∩Mv((S, T , ρ),f) = ∅.

If F is a non-accessible face of C, then consider all the
edges whose source is in F (their target will also be in F ).



Let T̃ be the set of labels of these edges, and let S̃ be the
index set of origin and destination states of all transitions with
label in T̃ . Consider the subautomaton A′ of A whose states
are qi, i ∈ S̃, and whose transitions are δt, t ∈ T̃ (we do not
specify the initial or accepting state of A′). Let S ⊆ S̃ be
such that {qi | i ∈ S} is a weakly connected component of
A′, let T ⊆ T̃ be such that {δt | t ∈ T } is an undirected
spanning tree of this weakly connected component. Let ρ be
any element of S. We contract Γ according to (S, T , ρ) (see
Figure 10 for an illustration). Since F is non-accessible, it will
still be non-accessible after the contraction. After contraction,
F will be the extremal face at some direction v ∈ (Rn)

∗

(e.g. in Figure 10, v would be (−1), a vector pointing to
the left). This means that among the position polynomials
f
(S,T ,ρ)
ℓ , ℓ ∈ Ω−1(S), of Γ(S,T ,ρ), the index of those with

the highest degv(·) correspond to the labels of contracted
edges that are orthogonal to v (e.g. the three loops in the
leftmost position in the contracted graph of Figure 10). This
is because F is orthogonal to v after contraction. In terms
of description by degv(·), the indices of these polynomials
are exactly Mv((S, T , ρ),f). Whereas the labels ℓ whose
corresponding contracted edges that are not orthogonal to v are
either in Ov(S, T , ρ) (if the contracted edge is not dangling),
or in ∆−1(S)∁ (if the contracted edge is dangling). Therefore(
Ov(S, T , ρ) ∪∆−1(S)∁

)
∩Mv((S, T , ρ),f) = ∅.

The other implication direction can be proved similarly.

The definition of f (S,T ,ρ) can be naturally extended to
the case where f ∈ Z[X±]t instead of N[X±]t: write
f = f+ − f− where f+,f− ∈ N[X±]t, and define
f (S,T ,ρ) :=

(
f+

)(S,T ,ρ) −
(
f−)(S,T ,ρ)

.
Define

MZ :=

{
f = (f1, . . . , ft) ∈ Z[X±]t

∣∣∣∣∣ for i = 1, . . . , s,

∑
ℓ : Ω(ℓ)=i

fℓ =
∑

ℓ : ∆(ℓ)=i

fℓ ·Xaℓ ;

K∑
ℓ=1

fℓ · yℓ = 0

}
. (5)

This is the Z[X±]-module consisting of all f ∈ Z[X±]t

satisfying the conditions in Lemma 4.9 (ii) and (iii). A finite
set of generators for MZ can be effectively computed [30],
for example using Gröbner basis [31].

We then want to include the condition in Lemma 4.12. For
this, we will replace the information of f by all its contracted
position polynomials. Denote by PC the set of all partial
contractions of A, denote K :=

∑
(S,T ,ρ)∈PC |Ω−1(S)|, and

define the Z[X±]-module

M̃Z :=
{
f̃ :=

(
f
(S,T ,ρ)
ℓ

)
(S,T ,ρ)∈PC,ℓ∈Ω−1(S)

∈ Z[X±]K∣∣∣ f ∈ MZ

}
. (6)

Note that each entry f
(S,T ,ρ)
ℓ in f̃ is obtained by multiplying

fℓ by a fixed monomial, independant of f . Therefore, if {f i |
i ∈ I} is a generating set of MZ, then {f̃ i | i ∈ I} is a

generating set of M̃Z. Note that we can recover f as a sub-
tuple of f̃ : for ρ ∈ {1, . . . , s}, the sub-tuple f ({ρ},∅,ρ) of f̃ is
simply (fℓ)ℓ∈Ω−1(ρ), and therefore f̃ contains as a sub-tuple
(fℓ)ℓ∈

⋃s
ρ=1 Ω−1(ρ) = (fℓ)ℓ∈{1,...,t}.

Using Lemma 4.12, we now characterize the face-
accessibility of Γ by its contracted position polynomials f̃ .
For simplicity, rename the indices of f̃ by writing f̃ =

(f̃1, . . . , f̃K), where f̃i = f
(Si,Ti,ρi)
ℓi

, i = 1, . . . ,K. Similarly,
define ãi = a

(Si,Ti,ρi)
ℓi

, i = 1, . . . ,K. For a partial contraction
(S, T , ρ), define the sets

I(S,T ,ρ) := {i ∈ {1, . . . ,K} | (Si, Ti, ρi) = (S, T , ρ)} ,

J(S,T ,ρ) :=
{
i ∈ I(S,T ,ρ)

∣∣∣ ℓi ∈ ∆−1(S)∁
}
.

For a set I ⊆ {1, . . . ,K}, define

Mv

(
I, f̃

)
:=

{
i ∈ I

∣∣∣∣ degv (f̃i) = max
i′∈I

{
degv

(
f̃i′

)}}
,

and define

Ov := {i ∈ {1, . . . ,K} | ãi ̸⊥ v} .

One can see that f ∈
(
N[X±]∗

)t
if and only if f̃ ∈(

N[X±]∗
)K

, because f̃ contains f as a sub-tuple. Summa-
rizing the definition of M̃Z as well as Lemma 4.9 and 4.12,
we obtain:

Proposition 4.13. There exists a full-image symmetric face-
accessible A-graph Γ, if and only if there exists f̃ ∈ M̃Z ∩(
N[X±]∗

)K
, satisfying(
Ov ∪ J(S,T ,ρ)

)
∩Mv

(
I(S,T ,ρ), f̃

)
̸= ∅, (7)

for every v ∈ (Rn)
∗
, (S, T , ρ) ∈ PC.

C. Decidability for position polynomials

Following Proposition 4.13, the last ingredient needed to
finish this section is the following extension of [14, Theo-
rem 3.9].

Theorem 4.14. Denote A := R[X±],A+ := R≥0[X
±]∗. Fix

n ∈ N and let Ξ be a finite set of indices. Suppose we are
given as input a set of generators g1, . . . , gm ∈ AK with
integer coefficients, the vectors ã1, . . . , ãK ∈ Zn, as well as
subsets Iξ, Jξ ⊆ {1, . . . ,K} for each ξ ∈ Ξ. Denote by M
be the A-submodule of AK generated by g1, . . . , gm. It is
decidable whether there exists f ∈ M∩ (A+)

K satisfying

(Ov ∪ Jξ) ∩Mv(Iξ,f) ̸= ∅, for every v ∈ (Rn)
∗
, ξ ∈ Ξ.

(8)
Here, if n = 0 then A is understood as R, and Property (8)
is considered trivially true.

When the index set Ξ has cardinality one, Theorem 4.14
is exactly [14, Theorem 3.9]. Our proof of Theorem 4.14
essentially involves adding the quantifier “for every ξ ∈ Ξ”
in all appropriate places in the proof of [14, Theorem 3.9],
and thus does not present new conceptual difficulties. The full



proof of Theorem 4.14 as well as a comparison with [14,
Theorem 3.9] is provided in Appendix C.

We now finish the proof of Theorem 3.8. In the wake of
Proposition 4.13, we need to decide whether there exists f̃ ∈
M̃Z ∩

(
N[X±]∗

)K
that satisfies condition (7). Our goal is to

apply Theorem 4.14 with the index set Ξ = PC. However, M̃Z
is a Z[X±]-module, and in order to apply Theorem 4.14 we
need an R[X±]-module M. Let g1, . . . , gm be the generators
of the Z[X±]-module M̃Z, define

M :=
{
h1 · g1 + · · ·+ hm · gm

∣∣ h1, . . . , hm ∈ R[X±]
}
.

Lemma 4.15. There exists an element f̃ ∈ M̃Z∩
(
N[X±]∗

)K
satisfying Property (7), if and only if there exists f ∈ M ∩(
R≥0[X

±]∗
)K

satisfying Property (7).

Therefore, by Lemma 4.15 we can apply Theorem 4.14
with Ξ = PC to the R[X±]-module M instead of the
Z[X±]-module M̃Z. Summarizing Proposition 4.2, 4.8, 4.13,
Lemma 4.15 and Theorem 4.14, we obtain a proof of Theo-
rem 3.8, the main goal of this section:

Theorem 3.8. Given as input a finitely presented
Z[X±

1 , . . . , X±
n ]-module Y and an automaton A over

Y ⋊ Zn, it is decidable whether ev(A) is a group.

Proof. Without loss of generality suppose A is trim. By
Lemma 4.1 we can suppose A to be primitive. By the series
of reductions Proposition 4.2, 4.8 and 4.13, ev(A) is a group
if and only if there exists f̃ ∈ M̃Z∩

(
N[X±]∗

)K
that satisfies

condition (7). By Lemma 4.15, this is equivalent to the exis-
tence of f ∈ M∩

(
R≥0[X

±]∗
)K

that satisfies condition (7).
Note that MZ is defined as the solution set of a system of
linear equations over Z[X±], therefore its generating set (and
even Gröbner basis) can be effectively computed [30], [31].
We then extend the generating set of MZ to the generating set
of M̃Z and M. Applying Theorem 4.14 with Ξ being the set
of partial contractions PC, we conclude that it is decidable
whether there exists f ∈ M ∩

(
R≥0[X

±]∗
)K

satisfying
condition (7).

It is worth noting that – similar to Lemma 2.1 – we can
define a procedure that decides whether a rational semigroup
ev(A) contains the neutral element from any algorithm de-
ciding whether such semigroups are groups. This may be of
independent interest:

Lemma 4.16. Let G be a group and A a trim automaton over
G (with q1 as the only starting and accepting state). Then
ev(A) contains the neutral element if and only if A admits a
trim sub-automaton A′, such that ev(A′) is a group. Here, a
sub-automaton of A is defined as an automaton whose state
set and transition set are subsets of the state set and transition
set of A.

Proof. Let e denote the neutral element of G. If e ∈ ev(A),
then A admits some accepting run w with ev(w) = e. Let A′

be the trim sub-automaton of A whose states and transitions
are exactly those used in w. Then w is an Identity Traversal
of A′, so ev(A′) is a group by Proposition 4.2. If A admits
a sub-automaton A′ such that ev(A′) is a group, take any
Identity Traversal w of A′, then w is an accepting run of A
with ev(w) = e. So ev(A) contains the neutral element.

Therefore, to decide whether ev(A) contains the neutral
element, it suffices to enumerate all trim sub-automata A′ of
A, and decide whether any of them satisfies the condition
“ev(A′) is a group”.

Therefore, Theorem 3.8 and Lemma 4.16 show that it is
decidable whether a rational semigroup ev(A) of Y⋊Zn con-
tains the neutral element, by enumerating all sub-automaton
of the trim automaton A. Furthermore, recall that Section 3
showed for a given automaton A over T(d,K), where K is
an algebraic number field, it is decidable whether ev(A) is a
group. Therefore, by Lemma 4.16, it is also decidable whether
ev(A) ⊆ T(d,K) contains the neutral element.

5. NILPOTENT GROUPS OF FINITE PRÜFER RANK

In this section we prove Theorem 3.4:

Theorem 3.4. Let K be an algebraic number field and N
be a subgroup of UT(d,K). Let M be a subsemigroup of N
and denote by M its image under the quotient map N →
N/[N,N ]. If M = N/[N,N ] (equivalently, if M [N,N ] =
N ), then M = N .

The idea is to extend a weaker version of the theorem due to
Shafrir, and independently, to Bodart, Ciobanu and Metcalfe:

Theorem 5.1 ([23, Corollary 1], see also [22, Proposition 19]).
Let N be a finitely generated nilpotent group and M be a
subsemigroup of N . If M [N,N ] = N , then M = N . More
generally, if M [N,N ] is a finite-index subgroup of N , then
M is a finite-index subgroup of N .

This result should also be compared to the following:

Theorem 5.2 (Folklore, see [32, Theorem 2.2.3]). Let G be a
nilpotent group and H a subgroup. Suppose that H[G,G] =
G[G,G], then H = G.

We will extend Theorem 5.1 from finitely generated nilpo-
tent groups to infinitely generated subgroups of UT(d,K). It
should be noted that Theorem 5.1 does not extend to general
nilpotent groups contrary to Theorem 5.2. Recall the classic
notions of isolators and Prüfer rank.

Definition 5.3. The isolator of a subset X ⊆ G is the subset

I(X) := {g ∈ G | ∃m ∈ Z>0, g
m ∈ X}.

Lemma 5.4 ([32, Theorem 2.5.8]). If G is nilpotent and H a
subgroup, then I(H) is a subgroup.

Definition 5.5 (Prüfer rank). The Prüfer rank of a group G,
denoted rk(G), is the maximum number of generators needed
to generate a finitely generated subgroup H ≤ G.



For instance, every finitely generated subgroup of (Q,+) is
cyclic, therefore rk(Q) = 1.

Lemma 5.6 (Folklore, see [33, p.85, 3.]). Let G be a group
(i) If H ≤ G, then rk(H) ≤ rk(G).

(ii) If N ⊴ G, then rk(G) ≤ rk(N) + rk(G/N).

Theorem 5.7 ([34, Theorem 2.5]). If G is nilpotent and has
finite Prüfer rank, then there exists a finite set B ⊂ G such
that I(⟨B⟩grp) = G.

We are ready to prove Theorem 3.4. Recall [x, y] denotes
the element xyx−1y−1, called the commutator of x and y.

Proof of Theorem 3.4. We prove the result under a slightly
weaker condition: [N,N ] has finite Prüfer rank. First observe
this condition is indeed satisfied if N ≤ UT(d,K). Indeed,

rk[N,N ] ≤ rk(N) ≤ rk(UT(d,K)) ≤ dimQ(K) ·
(
d

2

)
< ∞

using Lemma 5.6 (i) twice, then part (ii) iteratively on the
lower central series of UT(d,K).

From now on, we only suppose that rk[N,N ] < ∞. Using
Theorem 5.7, there exists a finite set B ⊂ [N,N ] such that
I(⟨B⟩grp) = [N,N ]. Each element of [N,N ] (hence each
element of B) can be written as a product of commutators, so
we can in turn find a finite set A ⊂ N such that

I
(〈{

[a, a′]
∣∣ a, a′ ∈ A

}〉
grp

)
⊇ [N,N ].

As M [N,N ] = N , we find a finite set X ⊂ M such that,
for each a ∈ A there exists x, y ∈ X such that x = a and
y = a−1 (mod [N,N ]). Fix g ∈ M . We take h ∈ M such
that h = g−1 (mod [N,N ]). Let Ñ = ⟨g, h,A,X⟩grp and
M̃ = M ∩ Ñ . By construction, we have

M̃ · I([Ñ , Ñ ]) ⊇ M̃ · [N,N ] ⊇ ⟨g, h,X⟩ · [N,N ]

= Ñ · [N,N ] ⊇ Ñ

hence M̃ · IÑ ([Ñ , Ñ ]) = Ñ (where IÑ (X) := {g ∈ Ñ :
∃m > 0, xm ∈ X} = I(X) ∩ Ñ ).

As Ñ is finitely generated, this implies that M̃ [Ñ , Ñ ] is a
finite-index subgroup of Ñ . Theorem 5.1 gives that M̃ is a
subgroup of Ñ . In particular g admits an inverse in M̃ , hence
in M . We conclude that M is a subgroup, hence M = N
using Theorem 5.2.

Remark 5.8. Theorem 3.4 doesn’t hold for more general
nilpotent groups. For example, it does not hold when N is a
subgroup of UT(3,Q(X)), where Q(X) denotes the field of
rational functions over Q. Indeed, let N be the group generated
by the following elements:

Ai =

1 Xi X2i+1

0 1 0
0 0 1

, Bi =

1 −Xi X2i+1

0 1 0
0 0 1

,

Ci =

1 0 X2i+1

0 1 Xi

0 0 1

, Di =

1 0 X2i+1

0 1 −Xi

0 0 1

 ,

for i = 0, 1, 2, . . ., that is, N = ⟨{Ai, Bi, Ci, Di | i ∈ N}⟩grp.
Then

N =


1 g f
0 1 h
0 0 1

∣∣∣∣∣∣ f, g, h ∈ Z[X]

 ,

[N,N ] =


1 0 f
0 1 0
0 0 1

∣∣∣∣∣∣ f ∈ Z[X]

 .

The latter equality is justified by the fact that [N,N ] contains
the elements

AiC0A
−1
i C−1

0 =

1 0 Xi

0 1 0
0 0 1

 , i = 0, 1, 2, . . . .

Let M be the semigroup ⟨{Ai, Bi, Ci, Di | i ∈ N}⟩, then
M [N,N ] = N . However, we have M ̸= N because I /∈ M .

Indeed, let P =

1 g f
0 1 h
0 0 1

 any non-empty product of

Ai, Bi, Ci, Di, i ∈ N, where m ≥ 0 is the largest index
used. Then deg(g) ≤ m, deg(h) ≤ m. Furthermore, deg(f) =
2m+1, and the coefficient of the term X2m+1 in f is positive.
So f ̸= 0, and P ̸= I .

6. CONCLUSION AND OUTLOOK

In this paper we proved decidability of the Identity Prob-
lem and the Group Problem in virtually solvable subgroups
of GL(d,Q). An immediate open question is whether our
decidability result still holds when the field Q is replaced
by other effectively computable fields such as Q(X) or
Fp(X) (where Fp denotes the finite field of cardinality p).
A number of interesting solvable groups are not embeddable
in GL(d,Q), such as the wreath product Z ≀ Z := Z[X±]⋊ Z
(which is embeddable in GL(2,Q(X))) and the lamplighter
group (Z/2Z) ≀ Z := F2[X

±] ⋊ Z (which is embeddable
in GL(2,F2(X))). Many such groups still have decidable
Identity Problem and Group Problem (direct consequence of
Theorem 3.8, also [14]), and the lamplighter group Z2 ≀ Z
even has decidable Semigroup Membership [21]. Therefore,
one might expect the Identity Problem and the Group Problem
to be decidable for virtually solvable matrix groups over
some well-behaved fields other than Q. On the other hand,
a celebrated result of Kharlampovich [35] shows that general
solvable groups are highly intractable: there exists a 3-step
solvable group (a group G such that G(3) is trivial), where
the Word Problem is undecidable. Moreover, there exists
center-by-metabelian groups with decidable Word Problem
and undecidable Torsion Problem (hence undecidable Identity
Problem) [36, Proposition 3.2]. Therefore, one might expect
the Identity Problem and the Group Problem to be undecidable
for solvable matrix groups over more complicated fields.

As demonstrated in Remark 5.8, one of our key theorems
(Theorem 3.4) no longer holds for the group UT(3,Q(X)).
Therefore, our proof of decidability for the Group Problem
does not apply to solvable subgroups of GL(3,Q(X)).
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APPENDIX A
OMITTED PROOFS

Lemma 3.1. Let T ≤ T(d,K) be a finite index normal
subgroup of G = ⟨A1, . . . , Am⟩grp, given by a finite set
of generators. Then, ⟨A1, . . . , Am⟩ is a group if and only
if S := ⟨A1, . . . , Am⟩ ∩ T is a group. Furthermore, S
is a rational subsemigroup of T , whose automaton can be
effectively computed from A1, . . . , Am and the generators of
T .

Proof. If ⟨A1, . . . , Am⟩ is a group then obviously
⟨A1, . . . , Am⟩ ∩ T is a group. Suppose that
⟨A1, . . . , Am⟩ ∩ T is a group, we show that every
element in ⟨A1, . . . , Am⟩ is invertible. Take any
s ∈ ⟨A1, . . . , Am⟩, then since |G/T | < ∞, we have
s|G/T | ∈ ⟨A1, . . . , Am⟩ ∩ T . Since ⟨A1, . . . , Am⟩ ∩ T is
a group, we have s−|G/T | ∈ ⟨A1, . . . , Am⟩ ∩ T . Thus,
s−1 = ss · · · s︸ ︷︷ ︸

|G/T |−1

·s−|G/T | ∈ ⟨A1, . . . , Am⟩. Therefore,

⟨A1, . . . , Am⟩ is a group.
Let B1 := I,B2 . . . , Bs ∈ G be the representatives of

the left quotient T\G. These can be effectively computed
using the following saturation procedure. Start with the set
B := {I, A1, . . . , Am}. For i = 1, . . . ,m, we remove Ai

https://doi.org/10.1515/jgt-2013-0050


from B if there exists j > i such that AiA
−1
j ∈ T . Note that

membership in T is decidable since T is solvable [16]. We then
repeat the following process: check for all pairs of elements
Bi, Bj ∈ B, whether there exists some element Bk ∈ B
such that BiBjB

−1
k ∈ T . If there exists a pair of element

Bi, Bj ∈ B, such that BiBjB
−1
k /∈ T for all Bk ∈ S, then

we append the matrix BiBj to the set B. Otherwise we stop
the process. Note that at each point of the process, the set
B contains representatives for different equivalent classes in
T\G. By the finiteness of T\G, the process must terminate,
by which point B contains the complete set of representatives
for T\G.

We then construct an automaton A over T with states
q1, . . . , qs using the method from [37, Lemma 3.3]. For
each Ai, Bj , i ∈ {1, . . . ,m}, j ∈ {1, . . . , s}, there exists
φ(j, i) ∈ {1, . . . , s} such that BjAi ∈ TBφ(j,i). Compute
Tji ∈ T be such that BjAi = TjiBφ(j,i). For each i ∈
{1, . . . ,m}, j ∈ {1, . . . , s}, we add a transition δmj−m+i in
A from the state qj to qφ(j,i), with evaluation Tji. We claim
that ev(A) = ⟨A1, . . . , Am⟩ ∩ T .

Indeed, take any product Ai1Ai2 · · ·Aip ∈ ⟨A1, . . . , Am⟩ ∩
T . Let TBj1 , TBj2 , TBj3 , . . . , TBjp+1

, respectively denote
the equivalent classes of I, Ai1 , Ai1Ai2 , . . . , Ai1Ai2 · · ·Aip

in T\G. In particular, for l = 1, . . . , p, we have
TBjlAil = TBjl+1

, so φ(jl, il) = jl+1. Consider the path
δmj1−m+i1δmj2−m+i2 · · · δmjp−m+ip in A. It is indeed a path
because for each l = 1, . . . , p, the transition δmjl−m+il

originates at the state qjl and ends at state qφ(ji,il) = qjl+1
.

Furthermore, the path originates at q1 because TBj1 = T
so j1 = 1. It ends at q1 because Ai1Ai2 · · ·Aip ∈ T , so
TBjp+1

= T and jp+1 = 1. Therefore, Ai1Ai2 · · ·Aip =
ev(δmj1−m+i1δmj2−m+i2 · · · δmjp−m+ip) ∈ ev(A). Thus,
⟨A1, . . . , Am⟩ ∩ T ⊆ ev(A).

To prove ev(A) ⊆ ⟨A1, . . . , Am⟩ ∩ T , take any accepting
run δmj1−m+i1δmj2−m+i2 · · · δmjp−m+ip of A. Then j1 =
φ(jp, ip) = 1, and φ(jl, il) = jl+1 for l = 1, . . . , p − 1.
Therefore,

ev(δmj1−m+i1δmj2−m+i2 · · · δmjp−m+ip)

= Tj1i1Tj2i2 · · ·Tjpip

= Bj1Ai1B
−1
φ(j1,i1)

·Bj2Ai2B
−1
φ(j2,i2)

· · · · ·BjpAipB
−1
φ(jp,ip)

= Ai1Ai2 · · ·Aip ∈ ⟨A1, . . . , Am⟩ .

Thus, ev(A) ⊆ ⟨A1, . . . , Am⟩∩T . We therefore conclude that
ev(A) = ⟨A1, . . . , Am⟩ ∩ T .

Lemma 3.3. Let S be a rational subsemigroup of T , then
⟨S⟩grp is finitely generated. Furthermore, given an automaton
over T that recognizes S, one can compute an automaton
over ⟨S⟩grp that recognizes S, as well as compute a set of
generators for ⟨S⟩grp.

Proof. The proof uses standard techniques for automata over
groups, see for example [38] for similar results. Let A be
an automaton over T such that ev(A) = S. Without loss of
generality suppose A to be trim. For each state qi, i = 2, . . . , s,
of A, let wi denote a path from qi to q1 and write Bi :=

ev(wi). Define additionally B1 := I . Let A′ be the automaton
constructed as follows. The states of A′ are the same as A.
For each transition δℓ in A, there is a transition δ′ℓ in A′ with
the same origin and destination states, such that ev(δ′ℓ) =
B−1

Ω(ℓ) ev(δℓ)B∆(ℓ). We will show that A′ is an automaton over
⟨ev(A)⟩grp and ev(A′) = ev(A).

First, we show ev(A′) = ev(A). Note that δ′ℓ1 · · · δ
′
ℓm

is
an accepting run of ev(A′) if and only if δℓ1 · · · δℓm is an
accepting run of ev(A). Furthermore, when they are accepting
runs, we have

ev(δ′ℓ1 · · · δ
′
ℓm)

=
(
B−1

Ω(ℓ1)
ev(δℓ1)B∆(ℓ1)

)
·
(
B−1

Ω(ℓ2)
ev(δℓ2)B∆(ℓ2)

)
· · · ·

·
(
B−1

Ω(ℓm) ev(δℓm)B∆(ℓm)

)
= ev(δℓ1) · · · ev(δℓm)

= ev(δℓ1 · · · δℓm).

Therefore ev(A′) = ev(A).
Next, we show that ⟨ev(δ′1), . . . , ev(δ′t))⟩grp = ⟨ev(A)⟩grp.

We claim that B−1
Ω(ℓ) ev(δℓ)B∆(ℓ) ∈ ⟨ev(A)⟩grp for all ℓ. Since

A is trim, for each i = 1, . . . , s, there exists a path vi from
q1 to qi. Then ev(vΩ(ℓ)) ev(δℓ)B∆(ℓ) = ev(vΩ(ℓ)δℓw∆(ℓ)) ∈
ev(A). Similarly, ev(vΩ(ℓ))BΩ(ℓ) = ev(vΩ(ℓ)wΩ(ℓ)) ∈ ev(A).
Therefore,

ev(δ′ℓ) = B−1
Ω(ℓ) ev(δℓ)B∆(ℓ) =(

ev(vΩ(ℓ))BΩ(ℓ)

)−1 (
ev(vΩ(ℓ)) ev(δℓ)B∆(ℓ)

)
∈ ⟨ev(A)⟩grp .

Since every element in ev(A′) is a product of
ev(δ′1), . . . , ev(δ

′
t), we have

⟨ev(A′)⟩grp ≤ ⟨ev(δ′1), . . . , ev(δ′t))⟩grp
≤ ⟨ev(A)⟩grp = ⟨ev(A′)⟩grp .

So ⟨ev(A)⟩grp = ⟨ev(δ′1), . . . , ev(δ′t))⟩grp is finitely gen-
erated, and the transitions of A′ actually evaluates in
⟨ev(A)⟩grp.

Lemma 3.6 (Composition of [29, Lemma 2] and [14,
Lemma B.3]). Let K be an algebraic number field. Suppose
we are given a finitely generated subgroup T of T(d,K),
let N := T ∩ UT(d,K). One can compute an embedding
φ : T/[N,N ] ↪→ (Y ⋊ Zn)/H , where

(i) n ∈ N and Y is a finitely presented Z[X±
1 , . . . , X±

n ]-
module.

(ii) H is a subgroup of Zn ≤ Y ⋊ Zn, and elements of H
commute with all elements in Y ⋊ Zn.

In particular, given any g ∈ T , one can compute (y, z) ∈
Y ⋊ Zn such that φ(g[N,N ]) = (y, z)H .

Proof. By [29, Lemma 2], we can compute a finite presenta-
tion of T/[N,N ] in the variety of metabelian groups (see for
example [33, Chapter 9] for the definition of finite presentation
in varieties). Using this finite presentation, [14, Lemma B.3]
shows that T/[N,N ] can be effectively embedded in a quotient
(Y ⋊ Zn)/H satisfying the conditions (i) and (ii).



Lemma 3.7. Let φ(S) be a rational subsemigroup of (Y ⋊
Zn)/H recognized by a given automaton. Then one can
compute an automaton over Y ⋊ Zn that recognizes the
subsemigroup φ(S)H .

Proof. Let A be an automaton over (Y ⋊Zn)/H recognizing
φ(S). Denote by δ1, . . . , δt its transitions. Let A′ be the
automaton over Y⋊Zn obtained from A by replacing the eval-
uations ev(δ1) = (y1, a1)H, . . . , ev(δt) = (yt, at)H, respec-
tively by (y1, a1), . . . , (yt, at). Denote by (0, h1), . . . , (0, hm)
the generators of H as a semigroup. We then append m
transitions to A′, whose origins and destinations are the
accepting state q1, and whose evaluations are respectively
(0, h1), . . . , (0, hm). We thus obtain an automaton over Y⋊Zn

that recognizes φ(S)H , because (0, h1), . . . , (0, hm) commute
with (y1, a1), . . . , (yt, at).

Lemma 4.1. Suppose we are given a trim automaton A
over Y ⋊ Zn. One can compute ñ ∈ N, a finitely presented
Z[X̃1

±
, . . . , X̃ñ

±
]-module Ỹ , and a primitive trim automaton

Ã over Ỹ ⋊ Zñ, such that ev(A) is a group if and only if
ev(Ã) is a group.

Proof. Denote by π the projection Y ⋊ Zn → Zn. Define
L := π(ev(A±)). Fix i ∈ {2, . . . , s}. Let wi be a path in A±

from q1 to qi, and define zi := π(ev(wi)). Then every path
w from q1 to qi satisfies π(ev(w)) ∈ zi +L, because one can
concatenate w with the “inverse” w−

i to obtain an accepting
run of A±, so π(ev(w))− zi = π(ev(ww−

i )) ∈ L. Therefore,
we have aℓ ∈ z∆(ℓ) − zΩ(ℓ) + L, for all ℓ.

Next, consider the automaton A′ obtained from A as
follows: the states of A′ are the same as A, and the transitions
of A′ are δ′1, . . . , δ

′
t, where δ′ℓ, ℓ = 1, . . . , t, has the same origin

and target as δℓ, but ev(δ′ℓ) = (0,−zΩ(ℓ)) · ev(δℓ) · (0, z∆(ℓ)).
We claim that ev(A′) = ev(A), by the same argument as
in the proof of Lemma 3.3. Indeed, take any accepting run
w = δℓ1δℓ2 · · · δℓp of A, we have 1 = Ω(ℓ1),∆(ℓ1) =
Ω(ℓ2), . . . ,∆(ℓp−1) = Ω(ℓp),∆(ℓp) = 1. Then the run
w′ = δ′ℓ1δ

′
ℓ2
· · · δ′ℓp of A′ is accepting, and

ev(w′)

= (0,−zΩ(ℓ1)) · ev(δℓ1) · (0, z∆(ℓ1))·
(0,−zΩ(ℓ2)) · ev(δℓ2) · (0, z∆(ℓ2))·

· · · (0,−zΩ(ℓp)) · ev(δℓp) · (0, z∆(ℓp))

= ev(δℓ1) ev(δℓ2) · · · ev(δℓp)
= ev(w).

Similarly, if w′ = δ′ℓ1δ
′
ℓ2
· · · δ′ℓp is an accepting run of A′, then

w = δℓ1δℓ2 · · · δℓp is an accepting run of A such that ev(w) =
ev(w′). Therefore ev(A′) = ev(A). The same argument shows
ev(A′±) = ev(A±), and hence π(ev(A′±)) = π(ev(A±)) =
L. Note that for ℓ = 1, . . . , t, we have π(ev(δ′ℓ)) = −zΩ(ℓ) +
aℓ + z∆(ℓ) ∈ L. Therefore, we can without loss of generality
replace A with A′, and suppose aℓ = π(ev(δℓ)) ∈ L for all ℓ.

Finally, let β1, . . . , βñ ∈ Zn denote a basis of lattice L, and
define the new variables X̃i := Xβi , i = 1, . . . , ñ. Let Ỹ be

the Z[X̃1

±
, . . . , X̃ñ

±
]-module generated by y1, . . . , yt, then

a finite presentation of Ỹ can be effectively computed [39,
Theorem 2.14]. Thus, each element (yℓ, aℓ) can now be
represented as an element in Ỹ ⋊ Zñ. The automaton A is
thus considered as an automaton Ã over Ỹ⋊Zñ. Since A and
Ã recognize the same elements under different presentations,
ev(A) is a group if and only if ev(Ã) is a group. Furthermore,
by the definition L, we have π(ev(Ã±)) = Zñ; so Ã is
primitive.

Proposition 4.2. The semigroup ev(A) is a group if and only
if A admits an Identity Traversal.

Proof. Suppose ev(A) is a group. Let w be any accepting
traversal, then ev(w) ∈ ev(A). Since ev(A) is a group,
we have ev(w)−1 ∈ ev(A). Let v be an accepting run
that evaluates to ev(w)−1. Then the concatenation wv is an
accepting traversal and ev(wv) = ev(w) ev(v) = (0, 0n).

Suppose there exists an Identity Traversal w. Each transi-
tion δℓ, ℓ = 1, . . . , t, appears at least once in w. For each
ℓ = 1, . . . , t, write w = uℓδℓvℓ, and define wℓ to be the
concatenation vℓuℓ: it is a path that starts at the destination of
δℓ and ends at the origin of δℓ, such that ev(wℓ) = ev(δℓ)

−1.
In order to show that ev(A) is a group, let w = δℓ1δℓ2 · · · δℓp
be any accepting run and we prove ev(w)−1 ∈ M . Con-
sider the concatenation w′ := wℓp · · ·wℓ2wℓ1 , then w′ is an
accepting run and ev(w′) = ev(wℓp) · · · ev(wℓ2) ev(wℓ1) =
ev(δℓm)−1 · · · ev(δℓ2)−1 ev(δℓ1)

−1 = ev(w)−1. Therefore
ev(w)−1 = ev(w′) ∈ ev(A).

Lemma 4.5. There exists an Identity Traversal of A if and only
if there exists a full-image Eulerian A-graph that represents
0.

Proof. Let w be an Identity Traversal, then ev(w) = (0, 0n).
This shows that the graph Γ(w) represents the element 0 ∈ Y .
Furthermore, Γ(w) is a path starting at the vertex (b1, 0

n) and
ends in (b1, 0

n + 0n), hence it is Eulerian. Since w contains
transitions of every label, Γ(w) is full-image.

Let Γ be a full-image Eulerian A-graph that represents 0. By
translating Γ we can suppose Γ to contain the vertex (b1, 0

n),
this does not change the fact that Γ represents 0. Let P be an
Eulerian circuit of Γ that starts and ends in (b1, 0

n). We trace
the labels ℓ1, . . . , ℓp, of edges in P to obtain a run w(P ) =
δℓ1δℓ2 · · · δℓp in A. The run w(P ) is accepting because the P
starts and ends in the lattice Λ1. Let (y, z) ∈ Y ⋊ Zn denote
the evaluation ev(w(P )). We have y = 0 because Γ represents
0 ∈ Y . We have z =

∑
e∈E(Γ) aλ(e) = 0n because the P

is an Eulerian circuit. Therefore P is an accepting run that
evaluates to the neutral element. Furthermore, P uses every
transition at least once because Γ is full-image, so P is an
Identity Traversal.

Proposition 4.8. A trim primitive automaton A admits an
Identity Traversal if and only if there exists a full-image
symmetric face-accessible A-graph that represents 0.

Proof. If the automaton A admits an Identity Traversal, then
Lemma 4.5 shows there exists a full-image Eulerian A-graph



representing 0: this Eulerian graph is symmetric and face-
accessible.

If there is a full-image symmetric face-accessible Eulerian
A-graph Γ representing 0, then by Theorem 4.7, some a union
of translations Γ̂ :=

⋃m
i=1 Γ+(0s, zi) is an Eulerian graph. The

graph Γ̂ represents the element
∑m

i=1 X
zi ·0 = 0, and it is full-

image because it contains the full-image graph Γ+(0s, z1) as a
subgraph. Therefore, by Lemma 4.5, the automaton A admits
an Identity Traversal.

Lemma 4.9. Let Γ be an A-graph with position polynomials
f = (f1, . . . , ft) ∈ N[X±]t.

(i) Γ is full-image if and only if fℓ ∈ N[X±]∗ := N[X±] \
{0}, for ℓ = 1, . . . , t.

(ii) Γ is symmetric if and only if for each i = 1, . . . , s, we
have

∑
ℓ : Ω(ℓ)=i fℓ =

∑
ℓ : ∆(ℓ)=i fℓ ·Xaℓ .

(iii) Γ represents 0 if and only if
∑t

ℓ=1 fℓ · yℓ = 0.

Proof. (i) Γ is full-image if and only if each label appears at
least once, meaning fℓ ̸= 0 for all ℓ.

(ii) For i ∈ {1, . . . , s}, we have∑
ℓ : Ω(ℓ)=i

fℓ =
∑

ℓ : Ω(ℓ)=i,

∑
e∈E(Γ),λ(e)=ℓ

XπZn (σ(e))

=
∑

e∈E(Γ),σ(e)∈Λi

XπZn (σ(e)),

and ∑
ℓ : ∆(ℓ)=i

fℓ ·Xaℓ

=
∑

ℓ : ∆(ℓ)=i,

∑
e∈E(Γ),λ(e)=ℓ

XπZn (σ(e)) ·Xaℓ

=
∑

ℓ : ∆(ℓ)=i,

∑
e∈E(Γ),λ(e)=ℓ

XπZn (τ(e))

=
∑

e∈E(Γ),τ(e)∈Λi

XπZn (τ(e)).

These two sums are equal if and only if the in-degree equals
the out-degree at every vertex in Λi. Therefore, Γ is symmetric
if and only if

∑
ℓ : Ω(ℓ)=i fℓ =

∑
ℓ : ∆(ℓ)=i fℓ · Xaℓ holds for

all i ∈ {1, . . . , s}.
(iii) Γ represents the element

∑
e∈E(Γ)

XπZn (σ(e)) ·yλ(e) =
t∑

ℓ=1

∑
e∈E(Γ),λ(e)=ℓ

XπZn (σ(e)) ·yℓ

=

t∑
ℓ=1

fℓ · yℓ,

which is 0 if and only if
∑t

ℓ=1 fℓ · yℓ = 0.

Lemma 4.12. Let Γ be a symmetric A-graph with position
polynomials f = (f1, . . . , ft) ∈ N[X±]t. Then Γ is face-
accessible if and only if for every partial contraction (S, T , ρ),
we have(

Ov(S, T , ρ) ∪∆−1(S)∁
)
∩Mv((S, T , ρ),f) ̸= ∅ (4)

for every v ∈ (Rn)
∗.

Proof. We show the contrapositive: the convex hull C of V (Γ)
has a non-accessible face if and only if ∃(S, T , ρ),∃v ∈
(Rn)

∗
, such that(
Ov(S, T , ρ) ∪∆−1(S)∁

)
∩Mv((S, T , ρ),f) = ∅.

1. Suppose C has a non-accessible face F . Then every
edge of Γ that starts inside F and ends inside F . We will
show that there exists a partial contraction (S, T , ρ) and some
vector v ∈ (Rn)

∗, such that
(
Ov(S, T , ρ) ∪∆−1(S)∁

)
∩

Mv((S, T , ρ),f) = ∅.
Let (b, v) ∈ (Rs+n)

∗ be such that F is the extremal face of
C at direction (b, v). That is, F = {x ∈ C | ∀x′ ∈ C, (b, v) ·
x ≥ (b, v) · x′}. Let S̃ denote the set of indices i such that
V (Γ) ∩ F ∩ Λi ̸= ∅. Let E(b,v) denote the set of edges in Γ

whose source and target are both in F , and let T̃(b,v) be the
set of labels appearing in E(b,v). Consider the subautomaton
Ã of A whose set of states is {qi | i ∈ S̃} and whose set
of transitions is {δℓ | ℓ ∈ T̃(b,v)}. Choose any S ⊆ S̃ such
that {qi | i ∈ S} is a connected component of Ã, and choose
T ⊆ T̃(b,v) such that {δℓ | ℓ ∈ T } is an undirected spanning
tree of this connected component. Let ρ be any element of S,
we will show that(

Ov(S, T , ρ) ∪∆−1(S)∁
)
∩Mv((S, T , ρ),f) = ∅.

Take any ℓ ∈ Mv((S, T , ρ),f) ⊆ Ω−1(S), we will show
that ℓ ̸∈ ∆−1(S)∁ and ℓ ̸∈ Ov(S, T , ρ). By the definition
of Mv((S, T , ρ),f), there is a monomial cXz appearing in
f
(S,T ,ρ)
ℓ , such that v · z is maximal among all monomials

appearing in f(S,T ,ρ),ℓ′ , ℓ
′ ∈ Ω−1(S). This yields an edge e

with label ℓ, starting at (bΩ(ℓ), z) ∈ F ∩ΛΩ(ℓ) with Ω(ℓ) ∈ S.
(i) First we show ℓ ̸∈ ∆−1(S)∁, which is equivalent to

∆(ℓ) ∈ S.
Since Ω(ℓ) ∈ S, all edges starting in V (Γ) ∩ (F ∩ ΛΩ(ℓ))

end in F . Since {qi | i ∈ S} is a connected component of Ã,
all all edges starting in V (Γ) ∩ (F ∩ ΛΩ(ℓ)) actually ends in⋃

i∈S(F ∩ Λi). Therefore ∆(ℓ) ∈ S, so ℓ ̸∈ ∆−1(S)∁.
(ii) Next we show ℓ ̸∈ Ov(S, T , ρ), which is equivalent to

a
(S,T ,ρ)
ℓ ⊥ v. If ∆(ℓ) /∈ S then a

(S,T ,ρ)
ℓ = 0n ⊥ v, so consider

the case where ∆(ℓ) ∈ S. By the definition of T ⊆ T̃(b,v),
every label ℓ′ ∈ T satisfy (b∆(ℓ′)−bΩ(ℓ′), aℓ′) = τ(e)−σ(e) ⊥
(b, v), where e is an edge contained within F with label ℓ′.
Let PΩ(ℓ) be the path consisting of transitions in {δl | l ∈
T } ∪ {δ−l | l ∈ T } that connects from qΩ(ℓ) to qρ, and write
ev(PΩ(ℓ)) as (yPΩ(ℓ)

, zPΩ(ℓ)
). Then

(bρ − bΩ(ℓ), zPΩ(ℓ)
) =

∑
δ±l ∈PΩ(ℓ)

±(b∆(l) − bΩ(l), al) ⊥ (b, v).

(9)
Similarly, let P∆(ℓ) be the path consisting of transitions in
{δl | l ∈ T } ∪ {δ−l | l ∈ T } that connects from q∆(ℓ) to qρ,



and write ev(P∆(ℓ)) as (yP∆(ℓ)
, zP∆(ℓ)

). Then we have

(bρ − b∆(ℓ), zP∆(ℓ)
) =

∑
δ±l ∈P∆(ℓ)

±(b∆(l) − bΩ(l), al) ⊥ (b, v).

(10)
Furthermore, since both the source and target of the edge e
(with label ℓ) are in F , we have

(b∆(ℓ) − bΩ(ℓ), aℓ) ⊥ (b, v). (11)

Taking (10)+(11)−(9) yields (0s, zP∆(ℓ)
+aℓ−zPΩ(ℓ)

) ⊥ (b, v).
Therefore a

(S,T ,ρ)
ℓ = (aℓ + zP∆(ℓ)

− zPΩ(ℓ)
) ⊥ v.

2. Suppose there exists a partial contraction (S, T , ρ) and
some vector v ∈ (Rn)

∗, such that(
Ov(S, T , ρ) ∪∆−1(S)∁

)
∩Mv((S, T , ρ),f) = ∅.

We will show that some strict face of C is not accessible. For
a set X we denote by conv(X) its convex hull.

For i = 1, . . . , s, define Ci := conv(V (Γ) ∩ Λi), and let
Fi be the extremal face of Ci at direction (0s, v). Let b =
(β1, . . . , βs) ∈ Rs be such that

(i) (b, v) ⊥ (b∆(ℓ) − bΩ(ℓ), aℓ) for all ℓ ∈ T .
(ii) the extremal face F of conv(V (Γ)) at direction (b, v)

satisfies V (Γ) ∩ F =
⋃

i∈S(V (Γ) ∩ Fi). In other words, F
is so that its intersection with conv(V (Γ)) contains and only
contains vertices in the lattices Λi, i ∈ S.
Such b can always be found. Indeed, since transitions with
label T form a tree with states of index S, we have |T | = |S|−
1. So condition (i) can be satisfied by choosing the coordinates
βi, i ∈ S. Then, condition (ii) can be satisfied by choosing the
coordinates βi, i /∈ S to be sufficiently small compared to
βi, i ∈ S.

We will show that F is not accessible. Let e be an edge
with label ℓ starting in (bΩ(ℓ), z) ∈ V (Γ) ∩ F .

(i) First, we show ℓ ∈ Mv((S, T , ρ),f). Since σ(e) ∈ Λi

with i ∈ S, we have ℓ ∈ Ω−1(S). Take any label ℓ′ ∈ Ω−1(S)
and let c′Xz′

be the monomial with largest degv in fℓ′ . Then
there is an edge e′ starting in (bΩ(ℓ′), z

′). Since V (Γ) ∩ F =⋃
i∈S(V (Γ) ∩ Fi) ⊇ V (Γ) ∩ FΩ(ℓ′), there is an edge e′′ with

σ(e′′) = (bΩ(ℓ′), z
′′) ∈ FΩ(ℓ′). Therefore (β, v) · (bΩ(ℓ′), z

′′) ≥
(β, v) · (bΩ(ℓ′), z

′), yielding

v · z′′ ≥ v · z′. (12)

Let PΩ(ℓ) be the path consisting of transitions in {δl | l ∈
T } ∪ {δ−l | l ∈ T } that connects from qΩ(ℓ) to qρ, and write
ev(PΩ(ℓ)) as (yPΩ(ℓ)

, zPΩ(ℓ)
). Then

(bρ − bΩ(ℓ), zPΩ(ℓ)
) =

∑
δ±l ∈PΩ(ℓ)

±(b∆(l) − bΩ(l), al) ⊥ (b, v).

(13)
Similarly, let PΩ(ℓ′) be the path consisting of transitions in
{δl | l ∈ T } ∪ {δ−l | l ∈ T } that connects from qΩ(ℓ′) to qρ,
and write ev(PΩ(ℓ′)) as (yPΩ(ℓ′) , zPΩ(ℓ′)). Then

(bρ − bΩ(ℓ′), zPΩ(ℓ′)) =
∑

δ±l ∈PΩ(ℓ′)

±(b∆(l) − bΩ(l), al) ⊥ (b, v).

(14)

Furthermore, since both (bΩ(ℓ), z) and (bΩ(ℓ′), z
′′) are in F ,

we have
(bΩ(ℓ′) − bΩ(ℓ), z

′′ − z) ⊥ (b, v). (15)

Computing (14)+(15)−(13) yields (0s, zPΩ(ℓ′) + z′′ − z −
zPΩ(ℓ)

) ⊥ (b, v). Therefore,

degv(f
(S,T ,ρ)
ℓ ) = v · (z + zPΩ(ℓ)

) = v · (z′′ + zPΩ(ℓ′))

≥ v · (z′ + zPΩ(ℓ′)) = degv(f
(S,T ,ρ)
ℓ′ ).

So we indeed have ℓ ∈ Mv((S, T , ρ),f).
(ii) Next, we show that the target τ(e) of e must

be in F . Indeed, since ℓ ∈ Mv((S, T , ρ),f) and(
Ov(S, T , ρ) ∪∆−1(S)∁

)
∩ Mv((S, T , ρ),f) = ∅, we have

ℓ /∈ Ov(S, T , ρ) and ℓ /∈ ∆−1(S)∁. The condition ℓ /∈
∆−1(S)∁ shows ∆(ℓ) ∈ S, so τ(e) ∈

⋃
i∈S(V (Γ) ∩Λi). The

ℓ /∈ Ov(S, T , ρ) shows aℓ + zP∆(ℓ)
− zPΩ(ℓ)

= a
(S,T ,ρ)
ℓ ⊥ v.

Therefore,

τ(e)− σ(e)

= (b∆(ℓ) − bΩ(ℓ), aℓ)

= (b∆(ℓ) − bΩ(ℓ), zPΩ(ℓ) − zP∆(ℓ) + a
(S,T ,ρ)
ℓ )

= (bρ − bΩ(ℓ), zPΩ(ℓ)
)− (bρ − b∆(ℓ), zP∆(ℓ)

) + (0s, a
(S,T ,ρ)
ℓ )

⊥ (b, v)

by Equations (13) and (14). Since σ(e) ∈ F and F is the
extremal face at direction (b, v), we conclude that τ(e) ∈ F .
We have thus shown that every edge e starting in V (Γ) ∩ F
ends in F . Therefore F is not accessible.

Proposition 4.13. There exists a full-image symmetric face-
accessible A-graph Γ, if and only if there exists f̃ ∈ M̃Z ∩(
N[X±]∗

)K
, satisfying(
Ov ∪ J(S,T ,ρ)

)
∩Mv

(
I(S,T ,ρ), f̃

)
̸= ∅, (7)

for every v ∈ (Rn)
∗
, (S, T , ρ) ∈ PC.

Proof. Suppose there exists a full-image symmetric face-
accessible A-graph Γ. Take the tuple of position polynomials
f of Γ. Then by Lemma 4.9, we have f ∈

(
N[X±]∗

)t
and f ∈ MZ. Therefore f̃ ∈ M̃Z ∩

(
N[X±]∗

)K
. Since Γ

is face-accessible, the tuple f satisfies the condition (4) in
Lemma 4.12 for every partial contraction (S, T , ρ) ∈ PC. This
is equivalent to f̃ satisfying condition (7).

Suppose there exists f̃ ∈ M̃Z ∩
(
N[X±]∗

)K
that satisfies

condition (7). We recover f ∈ MZ ∩
(
N[X±]∗

)t
as a

sub-tuple of f̃ . There exists an A-graph Γ whose position
polynomials are f . Since f ∈ MZ ∩

(
N[X±]∗

)t
, it satisfies

the conditions (i), (ii) and (iii) in Lemma 4.9. Therefore Γ
is full-image symmetric and represents 0. Finally, since f̃
satisfies condition (7), the tuple f satisfies the condition (4)
in Lemma 4.12 for every partial contraction (S, T , ρ) ∈ PC.
Therefore, Γ is face-accessible.



Lemma 4.15. There exists an element f̃ ∈ M̃Z∩
(
N[X±]∗

)K
satisfying Property (7), if and only if there exists f ∈ M ∩(
R≥0[X

±]∗
)K

satisfying Property (7).

Proof. An element f̃ ∈ M̃Z ∩
(
N[X±]∗

)K
satisfying Prop-

erty (7) is obviously an element in M ∩
(
R≥0[X

±]∗
)K

.
Therefore it suffices to prove the “if” implication.

Suppose we have an element f ∈ M ∩
(
R≥0[X

±]∗
)K

satisfying Property (7). Write f = (f1, . . . , fK) where for
i = 1, . . . ,K,

fi =
∑
b∈Bi

ci,bX
b.

Here, the support Bi is a non-empty finite subset of Zn, and
ci,b ∈ R>0 for all b ∈ Bi. Since Property (7) depends only on
the supports B1, . . . , BK , it suffices to show that there exists
f̃ = (f̃1, . . . , f̃K) ∈ M̃Z ∩

(
N[X±]∗

)K
where

f̃i =
∑
b∈Bi

c̃i,bX
b

and c̃i,b ∈ Z>0 for all b ∈ Bi.
Since f ∈ M, we have f =

∑m
j=1 hj · gj for some

h1, . . . , hm ∈ R[X±]. For each j ∈ {1, . . . ,m}, write
hj =

∑
b∈Hj

hj,bX
b, where Hj is a finite subset of Zn.

Then the equation f =
∑m

j=1 hj · gj can be rewritten as
a finite system of linear equations over R, where the left
hand sides are 0 or ci,b, b ∈ Bi, i = 1, . . . ,K, and the
right hand sides are Z-linear combinations of the variables
hj,b, j ∈ {1, . . . ,m}, b ∈ Hj (because the coefficients of gj

are integers for all j).
Since this system of linear equations is homogeneous and

the coefficients are all in Z, it has a solution hj,b ∈ R, j ∈
{1, . . . ,m}, b ∈ Hj and ci,b ∈ R>0, b ∈ Bi, i = 1, . . . ,K,
if and only if it has a solution with hj,b ∈ Q, ci,b ∈ Q>0

for all i, j, b. By multiplying all hj,b, ci,b with their common
denominator, we obtain a solution h̃j,b ∈ Z, c̃i,b ∈ Z>0

for all i, j, b. Then, f̃i :=
∑

b∈Bi
c̃i,bX

b, i = 1, . . . ,K and
h̃j =

∑
b∈Hj

h̃j,bX
b, j = 1, . . . ,m, satisfy f̃ =

∑m
j=1 h̃j ·gj .

Hence, f̃ = (f̃1, . . . , f̃K) ∈ M̃Z ∩
(
N[X±]∗

)K
. The element

f̃ satisfies Property (7) since the condition depends only on
the supports B1, . . . , BK .

APPENDIX B
PROOF OF THEOREM 4.7

In this appendix we prove Theorem 4.7. Figure 11 illustrates
the main steps of the proof.

Theorem 4.7. Suppose A is trim and primitive. Let Γ be a full-
image, symmetric and face-accessible A-graph. Then there
exist z1, . . . , zm ∈ Zn, such that the union of translations
Γ̂ :=

⋃m
i=1 Γ + (0s, zi) is an Eulerian graph.

Our main strategy is to reduce to the case s = 1, which has
already been proved in [14, Theorem 3.3]. Let Γ be a full-
image, symmetric and face-accessible A-graph. Recall that a
directed graph is Eulerian if and only if it is symmetric and

Fig. 11. Proof of Theorem 4.7

connected (for symmetric graphs, strong and weak connec-
tivity are equivalent). Since Γ is full-image and symmetric,
any union of translations Γ̂ =

⋃m
i=1 Γ + (0s, zi) is also full-

image and symmetric when m ≥ 1. Therefore it suffices to
find z1, . . . , zm ∈ Zn such that Γ̂ =

⋃m
i=1 Γ + (0s, zi) is

connected.
For an edge e from σ(e) to τ(e), we denote by e− its

inverse, that is, an edge from τ(e) to σ(e). Since strong and
weak connectivity are equivalent for symmetric graphs, for
each edge e in Γ we add its inverse e− into Γ, this will not
change the connectivity of Γ or the eventually constructed Γ̂.
Hence, we can suppose without loss of generality that for each
e ∈ E(Γ) we have added e− in E(Γ), and Γ is actually an
A±-graph.

For a sequence sequence of polytopes P1, . . . , Pm ⊆ Rn,
we define their Minkowski sum

P1 + · · ·+ Pm := {p1 + · · ·+ pm | pi ∈ Pi, i = 1, . . . ,m}.



For simplicity we denote by mP the sum P + P + · · ·+ P︸ ︷︷ ︸
m times

.

Since P is convex, mP is also equal to the set {m·p | p ∈ P}.
For each i ∈ {1, . . . , s}, consider the set of vertices V (Γ)∩

Λi: these are the vertices of Γ appearing in the lattice Λi. The
convex hull of V (Γ)∩Λi is a polytope of the form {bi}×Ci,
where Ci is a polytope in Rn.

Consider the Minkowski sum C := C1 + · · ·+Cs. Then C
is of dimension n since A is primitive and Γ is full-image.
Indeed, if C is of dimension less than n, then C1, . . . , Cs are
all contained in the some hyperplane H ⊊ Rn. The vertices in
Λ1 reachable by any concatenation of edges will be contained
in H , which contradicts the definition of primitiveness of A.

Consider the A-graph

ΓC :=
⋃

z∈C∩Zn

Γ + (0s, z).

Then for each i ∈ {1, . . . , s}, the convex hull conv(ΓC ∩Λi)
is equal to {bi} × (C + Ci).

Lemma B.1. Fix i ∈ {1, . . . , s}. Let F be a strict face of
C + Ci ⊊ Rn. Then there exists a path in ΓC starting in
{bi} × F and ending in {bi} × ((C + Ci) \ F ).

Proof. See Figure 12 and 13 for an illustration of this proof.
Without loss of generality suppose i = 1. Let v ∈ (Rn)

∗

be such that F is the extremal face of C + C1 at direction
v. That is, F = {x ∈ C + C1 | ∀x′ ∈ C + C1, v · x ≥
v ·x′}. Let F1, F2, . . . , Fs be respectively the extremal face of
C1, C2, . . . , Cs at direction v, then F1+F2+ · · ·+Fs+F1 ⊆
F . Indeed, take x1 ∈ F1, . . . , xs ∈ Fs, xs+1 ∈ F1 and any
x′ ∈ C + C1 = C1 + C2 + · · · + Cs + C1. Write x′ =
x′
1 + · · ·+ x′

s + x′
s+1 with x′

1 ∈ C1, . . . , x
′
s ∈ C1, x

′
s+1 ∈ C1,

then we have v ·x1 ≥ v ·x′
1, . . . , v ·xs+1 ≥ v ·x′

s+1. Therefore
v·(x1+· · ·+xs+1) ≥ v·x′ for every x′ ∈ C+C1, which yields
x1+ · · ·+xs+1 ∈ F . This shows F1+F2+ · · ·+Fs+F1 ⊆ F .

We claim that we can find a sequence of edges e1, . . . , eM
in E(Γ) satisfying the following conditions. (See Figure 12
for an illustration.)

(i) σ(e1) ∈ {b1} × F1.
(ii) For each j = 2, . . . ,M , there exists an index ij ∈

{2, . . . , s} such that the source vertex σ(ej) is in {bij}×
Fij .

(iii) The indices i1 := 1, i2, i3, . . . , iM are distinct.
(iv) For j = 2, . . . ,M , the target vertex τ(ej−1) is in the

lattice Λij .
(v) there exists j ∈ {1, . . . ,M} such that τ(ej−1) is in

{bij} ×
(
Cij \ Fij

)
.

(vi) τ(eM ) ∈ Λim for some 1 ≤ m ≤ M .
For i, j ∈ {1, . . . , s}, we write i ↔ j if there is an edge

in E(Γ) between {bi} × Fi and {bj} × Fj . Let ∼ denote the
transitive closure of the relation ↔. That is, i ∼ j if and only
if there exists a sequence of indices l1 = i, l2, l3, . . . , lp = j
such that for k = 1, . . . , p − 1, some edge ek ∈ E(Γ) starts
in {blk} × Flk and ends in {blk+1

} × Flk+1
.

We perform the following procedure. Let I1 be the equiva-
lent class of {1, . . . , s}/ ∼ containing 1. Take a closed halfs-

Fig. 12. edges ei in the graph Γ

Fig. 13. the concatenated path P in ΓC

pace H of Rs+n such that H∩conv(Γ)∩Λ =
⋃

i∈I1
{bi}×Fi.

Since the strict face H ∩ conv(Γ) is accessible, there exists
an edge eI1 in Γ from

⋃
i∈I1

({bi} × Fi) to (conv(Γ) ∩ Λ) \⋃
i∈I1

({bi} × Fi). Since ∼ is the transitive closure of ↔, the
target of eI1 must be in {bj}×(Cj\Fj) for some j. Otherwise,
τ(eI1) ∈ {bj}×Fj for some j, so j ∈ I1 by the definition of
I1, contradicting τ(eI1) /∈

⋃
i∈I1

({bi} × Fi).
If j ∈ I1 then we stop the procedure, otherwise we denote

by I2 the ∼-equivalence class of j and repeat the above
procedure. We stop repeating the procedure when we have
found equivalence classes I1, I2, . . . , IT and an edge eIT , such
that the target of eIT is in {bj} × (Cj \ Fj) for some j ∈ It
with 1 ≤ t ≤ T .

For k = 1, . . . , T − 1, there exists an edge eIk ∈ E(Γ)
from

⋃
i∈Ik

Fi to
⋃

i∈Ik+1
(Ci \Fi). Also, there exists an edge



eIT ∈ E(Γ) from
⋃

i∈IT
Fi to

⋃
i∈It

(Ci \ Fi). The vertices
τ(eIk−1

) and σ(eIk) are both in
⋃

i∈Ik
({bi} × Fi), so there

exists a distinct sequence of indices ik,1, . . . , ik,lk ∈ Ik, such
that τ(eIk−1

) ∈ {bik,1
} × Fik,1

, σ(eIk) ∈ {bik,lk
} × Fik,lk

,
and for j = 1, . . . , lk − 1, there exists an edge eik,j

from
{bik,j

} × Fik,j
to {bik,j+1

} × Fik,j+1
.

Thus we get a sequence of edges

ei1,1 , . . . , ei1,l1 , eI1 , ei2,1 , . . . , ei2,l2 , eI2 ,

. . . , eiT,1
, . . . , eiT,lT

, eIT , (16)

from the above procedure. We extend this sequence in the
following way. Recall that τ(eIT ) ∈ {bj}×(Cj \Fj) for some
j ∈ It with 1 ≤ t ≤ T . If j already appears among the indices
{it,1, . . . , it,lt}, then we do not extend the sequence (16).
Otherwise, since j, it,lt ∈ It, there exists a sequence of
indices iT+1,1, . . . , iT+1,lT+1

∈ It \ {it,1, . . . , it,lt}, such
that τ(eIT ) ∈ FiT+1,1

, and for j = 1, . . . , lT+1 − 1, there
exists an edge eiT+1,j

from FiT+1,j
to FiT+1,j+1

. Furthermore,
there exists an edge eiT+1,lT+1

from FiT+1,lT
to Fj with

j ∈ {it,1, . . . , it,lt}. We then extend the sequence (16) with
eiT+1,1

, . . . , eiT+1,lT+1
and obtain a sequence

ei1,1 , . . . , ei1,l1 , eI1 , ei2,1 , . . . , ei2,l2 , eI2 ,

. . . , eiT,1
, . . . , eiT,lT

, eIT , eiT+1,1
, . . . , eiT+1,lT+1

. (17)

We rename this sequence of edges as e1, . . . , em, and verify
it satisfies the conditions (i)-(vi) listed at the beginning of this
proof. The conditions (i), (ii), (iii), (iv) directly follow from the
construction of the sequence (17). For condition (v) it suffices
to note that the edge eI1 defined in the construction has target
in (conv(Γ) ∩ Λ) \

⋃
i∈I1

({bi} × Fi). For (vi) it suffices to
note that the last edge eiT+1,lT+1

in the sequence has target in
Fj with j ∈ {it,1, . . . , it,lt}: in other words the index j has
appeared earlier in the sequence.

By renaming the lattices Λ1, . . . ,Λs, we can suppose with-
out loss of generality that σ(ei) ∈ Λi for i = 1, 2, . . . ,M ,
and τ(em) ∈ Λm. In other words, the indices i1, . . . , iM in
conditions (i)-(vi) can respectively be assumed to be exactly
1, . . . ,m.

Notice that by applying a suitable linear transformation
in SL(s + n,Z) to Γ and Zs+n, we can translate Λi by
any vector in {0}s × Zn, without moving Λj , j ̸= i. This
translates the set Ci by the same vector, and therefore also
translates C by a vector in {0}s × Zn. Therefore, the effect
of this transformation on ΓC is an affine transformation (a
linear transformation plus a translation) that stabilizes Λ, and
does not change the properties we are interested in for ΓC .
Therefore we can without loss of generality suppose that
σ(ei) = bi × 0n, i = 1, . . . ,M , and bi × 0n ∈ Fi for
i = M + 1, . . . , s. In particular, 0n ∈ Ci for all 1 ≤ i ≤ s.

For each i = 2, . . . ,M , let zi ∈ Zn be such that τ(ei−1) =
(0s, zi)+σ(ei). Since σ(ei) = bi×0n and τ(ei−1) ∈ {bi}×Ci,
we have zi ∈ Ci. Recall that for an edge e we denote by e−

its inverse. Denote by P the concatenation of edges

e1, e2 + (0s, z2), e3 + (0s, z2 + z3), . . . ,

eM + (0s, z2 + z3 + · · ·+ zM ),

e−m−1 + (0s, z2 + · · ·+ zm−2 + zm + · · ·+ zM ),

. . . , e−1 + (0s, zm + · · ·+ zM ).

We claim that P is a path in ΓC , and furthermore it starts in
{b1} × F and ends in {b1} × ((C + C1) \ F ).

Recall that σ(e1) ∈ {b1} × F1 by (i). Since F1 = F1 +
{0n}+ · · ·+{0n} ⊆ F1+F2+ · · ·+Fs+F1 = F , we indeed
have σ(e1) ∈ {b1} × F . Since zi ∈ Ci for each i = 2, . . . ,m
and 0n ∈ C1, we have z2 + · · · + zi ∈ C for all 2 ≤ i ≤ M
and z2+ · · ·+ zi+ zm+ · · ·+ zM ∈ C for all 1 ≤ i ≤ m− 1.
Therefore, each edge ei + (0s, z2 + · · ·+ zi) ∈ ei + {0s}×C
and each edge e−i + (0s, z2 + · · · + zi + zm + · · · + zM ) ∈
e−i +{0s}×C, is in ΓC =

∑
z∈C∩Zn Γ+(0s, z). Consequently,

every edge in P belongs to ΓC . We now show it ends in
{bi} × ((C + Ci) \ F ).

It suffices to show that zm + · · ·+ zM is not orthogonal to
v. Indeed, each edge ei, i = 1, . . . ,M starts in Fi, meaning
v ·zi = (0s, v) · (σ(ei)−τ(ei−1)) ≥ 0. Furthermore, condition
(v) shows there exists j ∈ {1, . . . ,M} such that τ(ej−1) ∈
{bij} ×

(
Cij \ Fij

)
, meaning v · zj is strictly positive. We

therefore conclude that P is a path in ΓC starting in {b1}×F
and ending in {b1} × ((C + C1) \ F ).

We now without loss of generality replace Γ with ΓC , this
does not change the fact that Γ is full-image and symmetric.
Thus by Lemma B.1, the new Γ satisfies the following
property: for each i ∈ {1, . . . , s}, and each strict face {bi}×F
of the convex hull conv(Γ∩Λi), there exists a path in Γ starting
in {bi}×F and ending in conv(Γ∩Λi)\F . Furthermore, each
conv(Γ ∩ Λi) is of dimension n.

Now, the convex hull of V (Γ) ∩ Λi is a polytope of the
form {bi} × Ci, where Ci is a polytope in Rn. This time,
each Ci is of dimension n. Consider the Minkowski sum C :=
C1 + · · ·+ Cs.

For each N ∈ N, define

ΓNC :=
∑

z∈NC∩Zn

Γ + (0s, z).

We will show that there exists N such that ΓNC is connected.
Fix i ∈ {1, . . . , s}, consider the (undirected) graph Γ(i)

over Zn, defined as follows. The set of vertices of Γ(i) is
{v ∈ Zn | (bi, v) ∈ V (Γ)∩Λi}. Two vertices v, v′ in Γ(i) are
connected by an edge if v and v′ are connected by a path in
Γ. Then by Lemma B.1, the graph Γ(i) satisfies the following
property: for each strict face F of conv(Γ(i)) there exists an
edge with source in F and target outside F . This is exactly
the definition of face-accessibility as in [14, Section 3.1].

Define

Γ(i)(N−1)Ci :=
⋃

z∈(N−1)Ci

Γ(i) + z,

then conv(Γ(i)(N−1)Ci) = (N − 1)Ci + Ci = NCi. For c ∈
Rn, R ∈ (0, 1), S ⊆ Rn, define

scale(S, c,R) := {c+R · (x− c) | x ∈ S}.



Intuitively, scale(S, c,R) is the scaling of the set S with
proportion R, and c is the invariant point of the scaling.

Lemma B.2 ([14, Lemma 4.6]). Let c0 ∈ Qn be an interior
point of Ci. There exists Ni ∈ N, R ∈ (0, 1), such that if N >
0 is divisible by Ni, then every vertex in the graph Γ(i)(N−1)Ci

is connected by a path to some vertex in scale(NCi, Nc0, R).7

See Figure 14 for an illustration of Lemma B.2.

Fig. 14. Illustration of Lemma B.2 with n = 2, i = 1.

Fig. 15. Illustration for Lemma B.3, projected on Zn. Here, n = 2, s =
2, i = 1.

Denote by dj ∈ Zn, j = 1, . . . , n the natural basis of Zn,
that is, dj is the vector with 1 on the j-th coordinate and
0 elsewhere. Since A is primitive and Γ is full-image, for
each dj , j = 1, . . . , n, there exists a concatenation Q1j of
({0}s×Zn)-translations of edges in Γ that goes from (b1, 0

n)
to (b1, dj). (Recall that for each e ∈ E(Γ) we have added
e− ∈ E(Γ).) For i = 1, . . . , s, by additionally appending paths
to and from Λi, we obtain a concatenation Qij of ({0}s×Zn)-
translations of edges in Γ that goes from (bi, 0

n) to (bi, dj).

7Note that by taking Γ in [14, Section 4] to be the graph Γ(i) defined
here and by taking C to be Ci, the graph ΓN defined in [14, Section 4]
corresponds to the graph Γ(i)(N−1)Ci defined above. This is because the
set SN := {z ∈ Zn | z + C ⊂ NC} defined in the beginning of [14,
Section 4] corresponds exactly to Zn∩(N−1)Ci. Indeed, using the notation
of [14, Section 4], we have (N − 1)C + C = NC, so (N − 1)C ⊆ {z ∈
Rn | z + C ⊂ NC}. On the other hand, take v /∈ (N − 1)C, taking a
linear transformation we can suppose v = 0n, then v + C = C ̸⊂ NC
because the distance from NC to 0n is strictly larger than the distance from
C to 0n. Therefore v ̸∈ {z ∈ Rn | z + C ⊂ NC}. We conclude that
Zn ∩ (N − 1)C = Zn ∩ {z ∈ Rn | z + C ⊂ NC} = SN .

More precisely, for every i ∈ {1, . . . , s}, j ∈ {1, . . . , n},
there exist edges e1, . . . , em in Γ, satisfying the following
properties.

(i) σ(e1), τ(em) ∈ Λi.
(ii) For k = 2, . . . ,m, both τ(ek−1) and σ(ek) are in some

same lattice Λlk . In particular, both τ(ek−1) and σ(ek)
belong to {blk}×Clk . Write τ(ek−1)−σ(ek) = (0s, zk)
with zk ∈ Zn.

(iii) The concatenation of e1, e2 + (0s, z2), e3 + (0s, z2 +
z3), . . . , em+(0s, z2+ · · ·+ zm) is a path from σ(e1) to
σ(e1) + (0s, dj). We denote by Qij this concatenation.

(iv) We additionally define the value Dij := max{∥z2∥, ∥z2+
z3∥, . . . , ∥z2 + · · ·+ zm∥} ∈ R≥0.

For two sets S, S′ ⊆ Rn, define their distance as
dist(S, S′) := infx∈S,x′∈S′ ∥x−x′∥. For a set S ⊆ Rn, define
its diameter as diam(S) := supx,x′∈S ∥x− x′∥. Denote

D := max
1≤i≤s,1≤j≤n

{Dij}+
√
n+ max

1≤i≤s
{diam(Ci)} .

Lemma B.3. There exists an integer N ∈ N such that in the
graph ΓNC , for every i ∈ {1, . . . , s}, every vertex (bi, v) ∈
V (ΓNC ∩ Λi) is connected to some other vertex (bi, v

′) ∈
V (ΓNC ∩Λi) that is of distance at least D from the boundary
of conv(ΓNC ∩ Λi).

Proof. See Figure 15 for an illustration of the proof. Let
Ni, i = 1, . . . , s, be as defined in Lemma B.2. Let N be a large
enough multiple of N1N2 · · ·Ns, such that the distance be-
tween scale(NCi, Nc0, R) and the boundary of Ci is at least
D. Let (bi, v) be a vertex of ΓNC∩Λi, it appears in some trans-
lated graph Γ+(0s, z) with z ∈ NC. Then, (bi, v−z) ∈ V (Γ).
Since z ∈ NC, there exists some translation y+(N−1)Ci of
(N−1)Ci such that z ∈ y+(N−1)Ci ⊆ NC. By Lemma B.2,
(bi, v) is connected in y + Γ(i)(N−1)Ci , and hence also in
ΓNC , to some vertex (bi, v

′) in y + scale(NCi, Nc0, R).
Since v′ is of distance at least D from the boundary of
(bi, y) + NCi, it is also of distance at least D from the
boundary of conv(ΓNC ∩ Λi) = NC + (bi, 0

n) + Ci ⊇
(bi, y) + (N − 1)Ci + Ci = (bi, y) +NCi.

Lemma B.4 (Generalization of [14, Lemma 4.7]). Two ver-
tices (bi, v1), (bi, v2) ∈ V (ΓNC ∩ Λi) of distance at least D
from the boundary of conv(ΓNC ∩Λi) are connected in ΓNC .

Proof. Upon applying a transformation in SL(s+n,Z) to Γ ⊆
Zs+n, we now without loss of generality suppose 0n ∈ Ci for
all i.

For two points x, x′ ∈ Rn, define the segment seg(x, x′) :=
{rx+(1−r)x′ | r ∈ [0, 1]} ⊆ Rn. Since (bi, v1), (bi, v2) ∈ Λi,
are of distance at least D from the boundary of conv(ΓNC ∩
Λi) ⊆ {bi} × (NC + Ci), they are of distance at least
D − diam(Ci) ≥ maxi,j{Dij} +

√
n from the boundary of

{bi} ×NC. Hence, every point in the segment seg(v1, v2) is
of distance at least maxi,j{Dij}+

√
n from the boundary of

NC.
There exists a path PZn(v1, v2) in the lattice Λi from

(bi, v1) to (bi, v2), consisting of translations of the segments
{bi} × seg(0n, dk), k = 1, . . . , n, such that each point in



PZn(v1, v2) is of distance at most
√
n from the segment

{bi} × seg(v1, v2). For k = 1, . . . , n, replacing each segment
{bi} × (z + seg(0n, dk)) in PZn(v1, v2) by the translation
Qik + (0n, z) of the path Qik, we obtain a path PΓ(v1, v2).
We now show that each edge of PΓ(v1, v2) is in E(ΓNC).

By definition of the concatenation Qik, Each edge in
Qik + (0n, z) appears in a translation Γ + (0n, z + z′) of the
graph Γ satisfying ∥z′∥ ≤ Dik. Since (bi, z) is of distance
at most

√
n from the segment {bi} × seg(v1, v2), and every

point in the segment {bi} × seg(v1, v2) is of distance at least
maxi,j{Dij} +

√
n from the boundary of {bi} × NC, we

conclude that (bi, z) is of distance at least maxi,j{Dij} from
the boundary of {bi}×NC. Therefore, (bi, z+z′) is within the
boundary of {bi} ×NC because ∥z′∥ ≤ max{Dij}. In other
words, z + z′ ∈ NC, the translation Γ + (0n, z + z′) appears
as a subgraph of ΓNC . This shows that the path PΓ(v1, v2)
connecting v1 and v2 is a subgraph of ΓNC .

Proof of Theorem 4.7. See Figure 11 for an illustration of
the proof. Let N be the integer defined in Lemma B.3,
we show that Γ̂ := ΓNC =

∑
z∈NC∩Zn Γ + (0s, z) is

connected. First we show that for any i ∈ {1, . . . , s}, every
two vertices (bi, v), (bi, w) in ΓNC∩Λi are connected. Indeed,
by Lemma B.3, (bi, v) and (bi, w) are respectively connected
to vertices (bi, v

′), (bi, w
′), which are of distance at least D

from the boundary of conv(ΓNC∩Λi). By Lemma B.4, (bi, v′)
and (bi, w

′) are connected in ΓNC . Therefore, (bi, v) and
(bi, w) are connected in ΓNC .

This shows that for any i ∈ {1, . . . , s}, all vertices in ΓNC∩
Λi lie in the same connected component of ΓNC . Since the
A-graph ΓNC is full-image and the automaton A is trim, the
different lattices ΓNC ∩ Λi connected to each other by edges
in ΓNC form a single connected component. Therefore ΓNC

is connected. Since ΓNC is also symmetric, it is Eulerian.

APPENDIX C
PROOF OF THEOREM 4.14

In this section of the appendix we prove Theorem 4.14:

Theorem 4.14. Denote A := R[X±],A+ := R≥0[X
±]∗. Fix

n ∈ N and let Ξ be a finite set of indices. Suppose we are
given as input a set of generators g1, . . . , gm ∈ AK with
integer coefficients, the vectors ã1, . . . , ãK ∈ Zn, as well as
subsets Iξ, Jξ ⊆ {1, . . . ,K} for each ξ ∈ Ξ. Denote by M
be the A-submodule of AK generated by g1, . . . , gm. It is
decidable whether there exists f ∈ M∩ (A+)

K satisfying

(Ov ∪ Jξ) ∩Mv(Iξ,f) ̸= ∅, for every v ∈ (Rn)
∗
, ξ ∈ Ξ.

(8)
Here, if n = 0 then A is understood as R, and Property (8)
is considered trivially true.

Our proof strictly follows the proof of [14, Theorem 3.9]
provided in [14, Sections 5-6]. We recall [14, Theorem 3.9]
for comparison:

Theorem C.1 ([14, Theorem 3.9]). Denote A :=
R[X±],A+ := R≥0[X

±]∗. Fix n ∈ N. Suppose we are given

as input a set of generators g1, . . . , gm ∈ AK with integer
coefficients, as well as the vectors ã1, . . . , ãK ∈ Zn and two
subsets I, J of {1, . . . ,K}. Denote by M be the A-submodule
of AK generated by g1, . . . , gm. It is decidable whether there
exists f ∈ M∩ (A+)

K satisfying

(Ov ∪ J) ∩Mv(I,f) ̸= ∅, for every v ∈ (Rn)
∗
. (18)

Here, if n = 0 then A is understood as R, and Property (18)
is considered trivially true.

We need to add the quantifier “for all ξ ∈ Ξ” in appropriate
places of the proof and modify a few definitions and lemmas
accordingly.

A. Local-global principle

Given f ∈ A and v ∈ (Rn)
∗, the initial polynomial of f is

defined as the sum of all monomials in f having the maximal
degree degv(·):

inv(f) :=
∑

degv(X
b)=degv(f)

cbX
b, where f =

∑
cbX

b.

For f = (f1, . . . , fK) ∈ AK , we naturally denote inv(f) :=
(inv(f1), . . . , inv(fK)) ∈ AK .

In this subsection we prove the following local-global
principle:

Theorem C.2 (Generalization of [14, Theorem 3.8]). Let M
be an A-submodule of AK and Iξ, Jξ, ξ ∈ Ξ be subsets of
{1, . . . ,K}. There exists f ∈ M∩ (A+)

K satisfying

(Ov ∪ Jξ) ∩Mv(Iξ,f) ̸= ∅, for every v ∈ (Rn)
∗
, ξ ∈ Ξ

(19)
if and only if the two following conditions are satisfied:

1. (LocR): For every r ∈ Rn
>0, there exists fr ∈ M such

that fr(r) ∈ RK
>0.

2. (LocInf): For every v ∈ (Rn)
∗, there exists fv ∈ M,

a) inv (fv) ∈ (A+)
K .

b) Denote I ′ξ := Mv(Iξ,fv), J
′
ξ := Ov ∪ Jξ. We have(

Ow ∪ J ′
ξ

)
∩Mw(I

′
ξ, inv(fv)) ̸= ∅ (20)

for every w ∈ (Rn)
∗
, ξ ∈ Ξ.

Define the quotient Dn := (Rn)
∗
/R>0. That is, elements of

Dn are of the form vR>0, v ∈ (Rn)
∗, where vR>0 = v′R>0

if and only if v = r · v′ for some r ∈ R>0. The quotient Dn

can be identified with the unit sphere of dimension n since
every vR>0 is equal to exactly one v′R>0 with ||v′|| = 1. We
equip Dn with the standard topology of the unit sphere. Note
that inv(·),Mv(·) and Ov are invariant when scaling v by any
positive real number.

Lemma C.3 ([14, Theorem 5.1]). Fix v ∈ (Rn)
∗, a set Iξ ⊆

{1, . . . ,K} and f ∈ AK . There exists an open neighbourhood
U ⊆ Dn of vR>0, such that for every w ∈ (Rn)

∗ with (v +
w)R>0 ∈ U , we have

inv+w (f) = inw (inv(f)) ,

Mv+w(Iξ,f) = Mw(Mv(Iξ,f), inv(f)),



and Ov+w = Ov ∪Ow. (21)

With Lemma C.3 we can prove the “only if” part of
Theorem C.2:

Proof of “only if” part of Theorem C.2. Suppose f ∈ M ∩
(A+)

K satisfies Property (19). To show (LocR), simply take
fr := f for all r ∈ Rn

>0, then f(r) ∈ RK
>0. As for (LocInf),

for every v ∈ (Rn)
∗ we show that fv := f satisfies Properties

(LocInf)(a) and (b). Property (LocInf)(a) is satisfied by the
definition of f . We now show Property (LocInf)(b). Take any
w ∈ (Rn)

∗ and ξ ∈ Ξ.
When w ∈ vR>0, we have Ow ∪ J ′

ξ = Ow ∪ Ov ∪ Jξ =
Ov ∪ Jξ and

Mw(I
′
ξ, inv(f)) = Mw(Mv(Iξ,f), inv(f))

= Mv(Mv(Iξ,f), inv(f)) = Mv(Iξ,f),

so Property (LocInf)(b) is equivalent to (Ov ∪ Jξ) ∩
Mv(Iξ,f) ̸= ∅. This is exactly the Property (19) satisfied
by f .

When w ̸∈ vR>0, let U ⊆ Dn be the open neighbourhood
of vR>0 defined in Lemma C.3. Scaling w by a small enough
positive real we can suppose (v + w)R>0 ∈ U . We have

inv+w (f) = inw (inv(f)) ,

Mv+w(Iξ,f) = Mw(I
′
ξ, inv(f)),

and Ov+w = Ov ∪Ow.

where I ′ξ = Mv(Iξ,f). Therefore (Ov+w ∪ Jξ) ∩
Mv+w(Iξ,f) = (Ow ∪Ov ∪ Jξ) ∩ Mw(I

′
ξ, inv(f)) =(

Ow ∪ J ′
ξ

)
∩Mw(I

′
ξ, inv(f)). Since f satisfies Property (19),

we have (Ov+w ∪ Jξ)∩Mv+w(Iξ,f) ̸= ∅. Therefore we also
have

(
Ow ∪ J ′

ξ

)
∩Mw(I

′
ξ, inv(f)) ̸= ∅ for all w ̸∈ vR>0.

We now start working towards proving the “if” part of
Theorem C.2. The main idea is a “gluing” procedure. The
following lemma is the foundation of this gluing argument. It
shows the “continuity” of the property (LocInf) when changing
the direction v by a small amount.

Lemma C.4 (Generalization of [14, Lemma 5.2]). Suppose
v ∈ (Rn)

∗ and fv ∈ M satisfy properties (LocInf)(a) and
(b) of Theorem C.2. Then there exists an open neighbourhood
Uv ⊆ Dn of vR>0 such that for every v′R>0 ∈ Uv, ξ ∈ Ξ,

(i) inv′ (fv) ∈ (A+)
K .

(ii) (Ov′ ∪ Jξ) ∩Mv′(Iξ,fv) ̸= ∅.

Proof. We use Lemma C.3 on v, Iξ and fv to obtain an
open neighbourhood Uv,ξ ⊆ Dn of vR>0, where for all
(v + w)R>0 ∈ Uv,ξ we have

inv+w (fv) = inw (inv(fv)) ,

Mv+w(Iξ,fv) = Mw(Mv(Iξ,fv), inv(fv)),

and Ov+w = Ov ∪Ow.

Note that inv(fv) ∈ (A+)
K by Property (LocInf)(a) of

fv . Take Uv :=
⋂

ξ∈Ξ Uv,ξ. Since taking the initial poly-
nomial of any polynomial in A+ yields an element of A+,

we have inv+w (fv) = inw (inv(fv)) ∈ (A+)
K . Fur-

thermore, (Ov+w ∪ Jξ) ∩ Mv+w(Iξ,fv) =
(
Ow ∪ J ′

ξ

)
∩

Mw(I
′
ξ, inv(fv)), which is non-empty by Property (LocInf)(b)

of fv . Therefore, both (i) and (ii) are satisfied for v′R>0 ∈
Uv .

The following lemma shows that one can “glue” all different
fv, v ∈ (Rn)

∗ together to obtain a single f that has positive
initial polynomial at every direction v ∈ (Rn)

∗.

Lemma C.5 (Generalization of [14, Lemma 5.3]). Suppose
Condition (LocInf) of Theorem C.2 is satisfied. Then there
exists f ∈ M that satisfies

(i) inv (f) ∈ (A+)
K for all v ∈ (Rn)

∗.
(ii) (Ov ∪ Jξ) ∩Mv(Iξ,f) ̸= ∅ for all v ∈ (Rn)

∗
, ξ ∈ Ξ.

Proof. The exact same proof as [14, Lemma 5.3] works, we
only need to replace the usage of [14, Lemma 5.2] by the
usage of Lemma C.4.

Denote by f∞ the element f ∈ M obtained in Lemma C.5.
Since inv (f∞) ∈ (A+)

K for all v ∈ (Rn)
∗, there exists c > 1

such that f∞(x) ∈ RK
>0 for all x ∈ Rn

>0 \ [1/c, c]n. Define
the compact set

C := [1/(4nc), 4nc]n ⊇ [1/c, c]n.

Lemma C.6 ([14, Lemma 5.4]). Let M be an A-submodule
of AK and C ⊂ Rn

>0 be a compact set. Suppose for all r ∈ C
there exists fr ∈ M with fr(r) ∈ RK

>0. Then there exists
f ∈ M such that f(x) ∈ Rn

>0 for all x ∈ C.

Denote by fC the element f ∈ M obtained in Lemma C.6.

Lemma C.7 ([14, Corollary 5.6]). Let f ∈ AK . There exists
g ∈ A+ such that gf ∈ (A+)

K if and only if the two following
conditions are satisfied:

(i) For all r ∈ Rn
>0, we have f(r) ∈ RK

>0.
(ii) For all v ∈ (Rn)

∗ and r ∈ Rn
>0, we have inv(f)(r) ∈

RK
>0.

We are now ready to prove the “if” part of Theorem C.2
by “gluing” together the elements f∞,fC ∈ M obtained
respectively in Lemma C.5 and C.6.

Proof of “if” part of Theorem C.2. Let f∞,fC ∈ M be the
elements obtained respectively in Lemma C.5 and C.6. Define
the polynomial

q :=
1

2nc

n∑
i=1

(Xi +X−1
i ) ∈ A+.

It is easy to see that we have degw(q) > 0 for all w ∈
(Rn)

∗. By the compactness of the unit sphere, the value
min||w||=1 degw(q) exists and is a positive number.

Let ϵ > 0 be such that

ϵ · f∞(x) + fC(x) ∈ Rn
>0 (22)

for all x ∈ C. Such an ϵ exists by the compactness of C.
We claim that there exists N ∈ N such that the vector f :=



ϵqN ·f∞+fC satisfies Conditions (i) and (ii) in Corollary C.7
simultaneously.

Let M ∈ N be such that degv(f∞,i) + M ·
min||w||=1 degw(q) > degv(fC,i) for all v ∈ (Rn)

∗
, ||v|| = 1

and i = 1, . . . ,K. Such an M exists by the compactness
of the unit sphere and because min||w||=1 degw(q) > 0. Let
g := ϵqM · f∞ + fC . Then for all v ∈ (Rn)

∗
, i = 1, . . . ,K,

we have degv(ϵq
M · f∞,i) = M · degv(q) + degv(f∞,i) >

degv(fC,i). Therefore inv(g) = inv(ϵq
M · f∞) ∈ (A+)

K for
all v ∈ (Rn)

∗. Therefore, there exists another compact set
[1/d, d]n ⊃ C such that g(x) ∈ RK

>0 for all x ∈ Rn
>0 \

[1/d, d]n. Since [1/d, d]n ⊃ C = [1/(4nc), 4nc]n, we have
d ≥ 4nc. Since the set [1/d, d]n \ (1/(4nc), 4nc)n is compact
and f∞(x) ∈ RK

>0 for all x ∈ [1/d, d]n \ (1/(4nc), 4nc)n,
there exists N > M such that

ϵf∞,i(x) · 2N + fC,i(x) > 0 (23)

for all x ∈ [1/d, d]n \ (1/(4nc), 4nc)n and all i = 1, . . . ,K.
We prove that for this N , the element f := ϵqN ·f∞+fC sat-
isfies Conditions (i) and (ii) in Corollary C.7 simultaneously.

Fix any i ∈ {1, . . . ,K}. For every x ∈ Rn
>0 \ [1/d, d]n, we

have q(x) > d
2nc ≥ 1 and f∞,i(x) > 0, so

fi(x) = ϵq(x)N · f∞,i(x) + fC,i(x)

≥ ϵq(x)M · f∞,i(x) + fC,i(x) = gi(x) > 0.

For every x ∈ [1/d, d]n \ C = [1/d, d]n \ [1/(4nc), 4nc]n,
we have xi′ ≥ 4nc for at least one i′ ∈ {1, . . . ,K}. Since
f∞,i(x) > 0 by the definition of C, we have

fi(x) = ϵf∞,i(x) ·

 n∑
j=1

xj + x−1
j

2nc

N

+ fC,i(x)

≥ ϵf∞,i(x) · 2N + fC,i(x) > 0

by
∑n

j=1(xj + x−1
j ) > xi′ ≥ 4nc and Inequality (23).

For every x ∈ C \ [1/c, c]n,

fi(x) = ϵq(x)N · f∞,i(x) + fC,i(x) > 0

since f∞,i(x) > 0 for all x ̸∈ [1/c, c]n and fC,i(x) > 0 for
all x ∈ C.

For every x ∈ [1/c, c]n,

fi(x) = ϵf∞,i(x) ·

 n∑
j=1

xj + x−1
j

2nc

N

+ fC,i(x)

≥ min{ϵf∞,i(x), 0}+ fC,i(x) > 0.

The last inequality is due to fC,i(x) > 0 and Inequality (22).
The second to last inequality can be justified as follows. If

f∞,i(x) ≥ 0 then f∞,i(x) ·
(∑n

i=1
xi+x−1

i

2nc

)N

≥ 0, other-

wise
(∑n

i=1
xi+x−1

i

2nc

)N

≤
(∑n

i=1
2c
2nc

)N
= 1 so f∞,i(x) ·(∑n

i=1
xi+x−1

i

2nc

)N

≥ f∞,i(x).
Therefore, for every x ∈ Rn

>0, we have fi(x) > 0.
In other words, f satisfies Conditions (i) in Corollary C.7.

Furthermore, since N > M we have degv(q
N · f∞,i) >

degv(fC,i) for i = 1, . . . ,K, v ∈ (Rn)
∗. Hence inv(f) =

inv(ϵq
N · f∞) ∈ (A+)

K and Mv(Iξ,f) = Mv(Iξ,f∞) for
all v ∈ (Rn)

∗
, ξ ∈ Ξ. Therefore, f satisfies Conditions (ii) in

Corollary C.7.
Therefore, by Lemma C.7, we can find g ∈ A+ such

that gf ∈ (A+)
K . We have at the same time gf ∈ M as

well as (Ov ∪ Jξ) ∩Mv(Iξ, gf) = (Ov ∪ Jξ) ∩Mv(Iξ,f) =
(Ov ∪ Jξ) ∩ Mv(Iξ,f∞) ̸= ∅ for all v ∈ (Rn)

∗
, ξ ∈ Ξ.

We have thus found the required element gf ∈ M∩ (A+)
K

satisfying Property (19).

B. Decidability of local conditions

This subsection is dedicated to the proof of Theorem 4.14.
By the local-global principle (Theorem C.2), this amounts to
showing decidability of the two “local” Conditions (LocR) and
(LocInf).

Decidability of the Condition (LocR) is the same as in [14],
which uses Tarski’s theorem [40].

Proposition C.8 ([14, Proposition 6.2]). Given the generators
g1, . . . , gm for M, it is decidable whether Condition (LocR)
of Theorem C.2 is satisfied.

We now focus on deciding the Condition (LocInf).
From (LocInf) to shifted initials (LocInfShift).: First,

we introduce the shifted initials, in order to replace Condi-
tion (LocInf) of Theorem C.2 with a new Condition (LocInf-
Shift).

Suppose we are given f ∈ AK , v ∈ (Rn)
∗ and

α = (α1, . . . , αK) ∈ RK . Then define the shifted initials
inv,α(f) = (inv,α(f)1, . . . , inv,α(f)K), where inv,α(f)i is
defined as{
inv(fi) if degv(fi) + αi = max1≤i′≤K{degv(fi′) + αi′},
0 if degv(fi) + αi < max1≤i′≤K{degv(fi′) + αi′}.

Lemma C.9 ([14, Lemma 6.3]). Let f ∈ AK and v ∈ (Rn)
∗.

We have inv(f) ∈ (A+)
K if and only if there exists α ∈ RK

such that inv,α(f) ∈ (A+)
K . Furthermore, in this case,

inv(f) = inv,α(f) and α1 + degv(f1) = · · · = αK +
degv(fK).

Given v = (v1, . . . , vn) ∈ (Rn)
∗, define the following set

of real numbers:
n∑

k=1

Zvk :=

{
n∑

k=1

zkvk

∣∣∣∣∣ z1, . . . , zn ∈ Z

}
.

Then for every f ∈ A, we have degv(f) ∈
∑n

k=1 Zvk.

Proposition C.10 (Generalization fof [14, Proposition 6.4]).
Condition (LocInf) of Theorem C.2 is equivalent to the fol-
lowing:

2. (LocInfShift): For every v ∈ (Rn)
∗, there exists f ∈ M

as well as α ∈ (
∑n

k=1 Zvk)
K satisfying the following

properties:
a) inv,α (f) ∈ (A+)

K .



b) For every ξ ∈ Ξ, denote I ′ξ := {i ∈ Iξ | αi =
mini′∈Iξ αi′}, J ′

ξ := Ov ∪ Jξ. We have(
Ow ∪ J ′

ξ

)
∩Mw(I

′
ξ, inv,α(f)) ̸= ∅

for every w ∈ (Rn)
∗
, ξ ∈ Ξ.

Proof. (LocInf) =⇒ (LocInfShift). Suppose Condition
(LocInf) of Theorem C.2 is true. Fix a vector v ∈ (Rn)

∗.
Then there exists f ∈ M, such that inv (f) ∈ (A+)

K satisfies
Property (LocInf)(b). As in Lemma C.9, we can let αi :=
−degv(fi) for i = 1, . . . ,K, then inv,α (f) = inv (f) ∈
(A+)

K , satisfying (LocInfShift)(a). Furthermore, we have α ∈
(
∑n

k=1 Zvk)
K by the definition of αi = −degv(fi). Finally,

for every ξ ∈ Ξ, we have {i ∈ Iξ | αi = mini′∈Iξ αi′} =
{i ∈ Iξ | degv(fi) = maxi′∈Iξ degv(fi′)} = Mv(Iξ,f), so
(LocInf)(b) implies (LocInfShift)(b).

(LocInfShift) =⇒ (LocInf). Suppose Condition (LocInf-
Shift) is true. Fix a vector v ∈ (Rn)

∗. Then there exists
f ∈ M as well as α ∈ (Rn)

∗, such that inv,α (f) ∈ (A+)
K

satisfies Property (LocInfShift)(b). By Lemma C.9, we have
inv (f) = inv,α (f) ∈ (A+)

K , and α1 + degv(f1) =
· · · = αK + degv(fK). Therefore for every ξ ∈ Ξ, we have
{i ∈ Iξ | αi = mini′∈Iξ αi′} = {i ∈ Iξ | degv(fi) =
mini′∈Iξ degv(fi′)} = Mv(Iξ,f), so (LocInfShift)(b) implies
(LocInf)(b).

Dimension reduction: a special case.: We will further
reduce Condition (LocInfShift) to a Condition (LocInfD)
(which will be defined in Proposition C.16). We first consider
the special case where the vector v ∈ (Rn)

∗ in Condi-
tion (LocInfShift) is of the form (0, . . . , 0, vd+1, . . . , vn),
where vd+1, . . . , vn ∈ R are Q-linearly independent.

As in [14, Definition 6.5], we now define the super Gröbner
basis of an A-module M. Let v ∈ (Rn)

∗
,α ∈ RK . Define

inv,α(M) to be the A-module generated by the elements
inv,α(f),f ∈ M:

inv,α(M) :=
∑
f∈M

A · inv,α(f) =
q∑

j=1

pj · inv,α(f j)

∣∣∣∣∣∣ q ∈ N, p1, . . . pq ∈ A,f1, . . . ,f q ∈ M

 .

Definition C.11 (Super Gröbner basis [14, Definition 6.5]).
A set of generators g1, . . . , gm for M is called a super
Gröbner basis if for all v ∈ (Rn)

∗
,α ∈ RK , the set

{inv,α(g1), . . . , inv,α(gm)} generates inv,α(M) as an A-
module.

Lemma C.12 ([14, Lemma 6.6]). Suppose we are given an
arbitrary set of generators for a module M. Then a super
Gröbner basis of M is effectively computable.

Furthermore, if the given generators for M contain only
polynomials with integer coefficients, then Lemma C.12 com-
putes a super Gröbner basis containing only polynomials with
integer coefficients.

Let 0 ≤ d ≤ n− 1 be an integer. From now on we denote

Ad := R[X±
1 , . . . , X±

d ], A+
d := R≥0[X

±
1 , . . . , X±

d ]∗.

In particular, A0 = R,A+
0 = R>0.

We now consider the vectors v ∈ (Rn)
∗ with the spe-

cial form (0, . . . , 0, vd+1, . . . , vn) where vd+1, . . . , vn are Q-
linearly independent.

Lemma C.13 ([14, Lemma 6.7]). Let g1, . . . , gm be a super
Gröbner basis of M.

Let v = (0, . . . , 0, vd+1, . . . , vn) ∈ (Rn)
∗ be such that 0 ≤

d ≤ n − 1 and vd+1, . . . , vn are Q-linearly independent. Let
α ∈ RK . Then there exists bi ∈ {0}d×Zn−d and cj ∈ {0}d×
Zn−d such that XbiXcj inv,α(gj)i ∈ Ad for i = 1, . . . ,K and
j = 1, . . . ,m. See [14, Figure 27] for an illustration.

Suppose v ∈ (Rn)
∗ satisfies v = (0, . . . , 0, vd+1, . . . , vn)

with vd+1, . . . , vn being Q-linearly independent. Let α ∈
RK . For each j = 1, . . . ,m, define indv,α(gj) =

(indv,α(gj)1, . . . , in
d
v,α(gj)K) where

indv,α(gj)i := XbiXcj inv,α(gj)i ∈ Ad, i = 1, . . . ,K.

Here, bi and cj are defined as in Lemma C.13. Note that the
vectors bi, cj ∈ {0}d × Zn−d are not necessarily uniquely
determined. However, when d, v,α are fixed, the polynomials
indv,α(gj)i are uniquely determined by g1, . . . , gm. In fact, by
Lemma C.13 each inv,α(gj)i can be uniquely written as Xs ·p
for some Xs ∈ R[X±

d+1, . . . , X
±
n ] and p ∈ R[X±

1 , . . . , X±
d ].

Therefore indv,α(gj)i is uniquely determined as the polynomial
p in the decomposition.

Define by indv,α(M) the Ad-module generated by
indv,α(g1), . . . , in

d
v,α(gm) ∈ AK

d :

indv,α(M) :=

m∑
j=1

Ad · indv,α(gj)

=


m∑
j=1

pj · indv,α(gj)

∣∣∣∣∣∣ p1, . . . pm ∈ Ad

 .

Lemma C.14 ([14, Lemma 6.9]). Let g1, . . . , gm be a super
Gröbner basis of M.

Let v = (0, . . . , 0, vd+1, . . . , vn) be such that 0 ≤ d ≤
n− 1 and vd+1, . . . , vn are Q-linearly independent. Let α ∈(∑n

k=d+1 Zvk
)K

. Fix ξ ∈ Ξ. Denote I ′ξ := {i ∈ Iξ | αi =

mini′∈Iξ αi′}, J ′
ξ := Ov ∪ J . Denote by πd : Zn → Zd the

projection onto the first d coordinates. For every u ∈ (Rd)∗,
define O′

u := {i ∈ {1, . . . ,K} | πd(ai) ̸⊥ u}. Then the two
following conditions are equivalent:

(i) (Condition in (LocInfShift)): There exists f ∈ M such
that inv,α (f) ∈ (A+)

K and(
Ow ∪ J ′

ξ

)
∩Mw(I

′
ξ, inv,α(f)) ̸= ∅ for all w ∈ (Rn)

∗
.

(24)
(ii) We have J ′

ξ ∩ I ′ξ ̸= ∅, and there exists fd ∈ indv,α(M)∩(
A+

d

)K
, such that(

O′
u ∪ J ′

ξ

)
∩Mu(I

′
ξ,f

d) ̸= ∅ for every u ∈ (Rd)∗.
(25)



When d = 0, Property (25) is considered trivially true.

Dimension reduction: the general case.: Having consid-
ered the special case where the vector v ∈ (Rn)

∗ in Con-
dition (LocInfShift) is of the form (0, . . . , 0, vd+1, . . . , vn),
we now consider the general case. The key idea when dealing
with the general case of v ∈ (Rn)

∗ is the following coordinate
change.

Given a matrix A = (aij)1≤i,j≤n ∈ GL(n,Z), define the
new variables X ′

1, . . . , X
′
n where X ′

i := Xai1
1 Xai2

2 · · ·Xain
n .

Then
R[X1, . . . , Xn] = R[X ′

1, . . . , X
′
n].

In other words, we can define the ring automorphism

φA : A → A, Xi 7→ Xai1
1 Xai2

2 · · ·Xain
n ,

such that φA(X
b) = XbA. The automorphism φA extends

entry-wise to AK → AK .
For each A ∈ GL(n,Z), denote by A−⊤ the inverse

of its transpose. Then (vA−⊤) · (bA) = v · b for all
v ∈ (Rn)

∗
, b ∈ Zn. Hence, for any f ∈ A, we have

invA−⊤(φA(f)) = φA(inv(f)), and for any f ∈ AK , ξ ∈ Ξ,
we have Mv(Iξ,f) = MvA−⊤(Iξ, φA(f)). Furthermore, if
we replace the vectors ã1, . . . , ãK ∈ Zn by the vectors
ã1A, . . . , ãKA ∈ Zn, then the set Ov becomes OvA−⊤ . It is
easy to verify that if g1, . . . , gm is a super Gröbner basis for
M, then φA(g1), . . . , φA(gm) is still a super Gröbner basis
for φA(M) := {φA(f) | f ∈ M}.

Let v ∈ (Rn)
∗ and let A ∈ GL(n,Z) be such that

vA−⊤ = (0, . . . , 0, vd+1, . . . , vn) where vd+1, . . . , vn are Q-
linearly independent. Then as in the previous section we define
the module indvA−⊤,α(φA(M)) to be the module generated by
indvA−⊤,α(φA(g1)), . . . , in

d
vA−⊤,α(φA(gm)).

The above observation shows the following. Fix v ∈ (Rn)
∗

in (LocInfShift) of Theorem C.2. Given any change of coor-
dinates A ∈ GL(n,Z), we can simultaneously (right-)multiply
A−⊤ to v and A to all a1, . . . , aK , while applying φA to
the super Gröbner basis g1, . . . , gm of M. Then the original
properties (LocInfShift)(a)(b) are satisfied by f if and only if
they are satisfied by φA(f) after the change of coordinates.
We will use this observation to reduce the general case for v
to the special case considered in the previous subsection.

Fact C.15 ([14, Fact 6.10]). For every v ∈ (Rn)
∗, there exists

A ∈ GL(n,Z) such that vA−⊤ = (0, . . . , 0, vd+1, . . . , vn)
with vd+1, . . . , vn being Q-linearly independent.

Proposition C.16 (Generalization of [14, Proposition 6.11]).
Condition (LocInfShift) of Proposition C.10 is equivalent to
the following:

2. (LocInfD): For every v ∈ (Rn)
∗
, A ∈ GL(n,Z), such

that vA−⊤ = (0, . . . , 0, vd+1, . . . , vn), 0 ≤ d ≤ n − 1
with vd+1, . . . , vn being Q-linearly independent, there ex-
ist α ∈

(∑n
k=d+1 Zvk

)K
and fd ∈ indvA−⊤,α(φA(M))

satisfying the following properties:

(a) fd ∈
(
A+

d

)K
.

(b1) For each ξ ∈ Ξ, denote I ′ξ := {i ∈ Iξ | αi =
mini′∈Iξ αi′}, J ′

ξ := (Ov ∪ Jξ). We have

J ′
ξ ∩ I ′ξ ̸= ∅ for all ξ ∈ Ξ. (26)

(Note that this property depends only on v and α, but
not on fd.)

(b2) Denote by πd := Zn → Zd the projection onto the
first d coordinates. For u ∈ (Rd)∗, define O′

u := {i ∈
{1, . . . ,K} | πd(ãiA) ̸⊥ u}, we have(

O′
u ∪ J ′

ξ

)
∩Mu(I

′
ξ,f

d) ̸= ∅ (27)

for every u ∈ (Rd)∗, ξ ∈ Ξ.
As in Lemma C.14, Property (27) is considered trivially true
when d = 0.

Proof. Fix a v = (v1, . . . , vn) ∈ (Rn)
∗. Take any

A ∈ GL(n,Z) with vA−⊤ = (0, . . . , 0, v′d+1, . . . , v
′
n)

such that v′d+1, . . . , v
′
n are Q-linearly independent. Note

that
∑n

k=1 Zvk =
∑n

k=d+1 Zv′k because A ∈ GL(n,Z).
Therefore, we can apply Lemma C.14 to the super
Gröbner basis φA(g1), . . . , φA(gm), the vector vA−⊤ =
(0, . . . , 0, v′d+1, . . . , v

′
n) and the vectors ã1A, . . . , ãKA ∈ Zn.

Lemma C.14 shows that there exist α ∈
(∑n

k=d+1 Zv′k
)K

and fd ∈ indvA−⊤,α(φA(M)) satisfying (LocInfD)(a)(b1)(b2)
if and only if there exists α ∈ (

∑n
k=1 Zvk)

K and f ∈ M
satisfying (LocInfShift)(a)(b).

Computing cells (LocInfCell).: We further reduce the
Condition (LocInfD) to a Condition (LocInfCell) which con-
sists of verifying a finite number of v ∈ (Rn)

∗ for each
coordinate-change matrix A ∈ GL(n,Z).

Let v ∈ (Rn)
∗
,α ∈ RK . Denote by e1, . . . , eK the

canonical basis of the A-module AK . We introduce the new
variables T1, . . . , TK and define an A-module homomorphism

ϕ : AK → R[X±
1 , . . . , X±

n , T±
1 , . . . , T±

K ], Xuei 7→ XuTi.

We have ϕ(inv,α(f)) = in(v,α)(ϕ(f)) for every f ∈ AK .
As in the previous subsections let g1, . . . , gm be a su-

per Gröbner basis of M. Since ϕ(gi) is a polynomial
in R[X±

1 , . . . , X±
n , T±

1 , . . . , T±
K ], there exists a partition of

(Rn)
∗ × RK such that for any two directions in the same

partition element the initial parts of ϕ(gi) are the same. Let
LM be the common refinement of the partitions associated to
the polynomials ϕ(g1), . . . , ϕ(gm).

From now on we use the term “cell” to call elements of a
given partition. Fix Iξ ⊆ {1, . . . ,K}. There exists a partition
LIξ of RK such that for any two vectors (α1, . . . , αK),
(α′

1, . . . , α
′
K) in the same cell, we have αi > αj ⇐⇒ α′

i >
α′
j and αi < αj ⇐⇒ α′

i < α′
j for all i, j ∈ Iξ. Define the

partition L′
Iξ

:= (Rn)
∗ ×LIξ of (Rn)

∗ ×RK where each cell
is of the form (Rn)

∗ × P, P ∈ LIξ .
There exists a partition LO of (Rn)

∗ such that any two
vectors v, v′ in the same cell satisfy v ⊥ ãi ⇐⇒ v′ ⊥ ãi for
all i ∈ {1, . . . ,K}. By subdividing LO we can suppose that
each cell is a convex polyhedron. Similar to the definition of
L′
Iξ

, we define the partition L′
O := LO ×RK of (Rn)

∗×RK .



For any two partition B,B′ of the same set S, define B∨B′

to be the partition of S whose elements are of the form B ∩
B′, B ∈ B, B′ ∈ B′. Consider the partition L of (Rn)

∗ ×RK

defined by

L := LM ∨ L′
O ∨

∨
ξ∈Ξ

L′
Iξ

 .

We point out that the cells of L are invariant under scaling by
a positive real, meaning x ∈ Q ⇐⇒ r · x ∈ Q for all cells
Q ∈ L and r ∈ R>0.

Let π : (Rn)
∗×RK → (Rn)

∗
, (v,α) 7→ v be the canonical

projection. For each Q ∈ L, define the two-element partition
{π(Q), (Rn)

∗ \ π(Q)} of (Rn)
∗, and define

P :=
∨
Q∈L

{π(Q), (Rn)
∗ \ π(Q)}.

By this definition, take any P ∈ P and Q ∈ L with π−1(P )∩
Q ̸= ∅; then for v, v′ ∈ P , there exists α ∈ RK with (v,α) ∈
Q if and only if there exists α′ ∈ RK with (v′,α′) ∈ Q.
See [14, Figure 28] for an illustration.

It is important to note that the partitions LM,LO,LIξ , ξ ∈
Ξ, are all defined using equalities and inequalities with ra-
tional coefficients. Also, each inequality is strict, so every
cell Q ∈ L and P ∈ P is relatively open (a polyhedron
is called relative open if it is open in the smallest linear
space containing it). In other words, each cell is defined by a
combination of equalities and strict inequalities. We also point
out that, like the cells of L, the cell of P are invariant under
scaling by a positive real, meaning x ∈ P ⇐⇒ r · x ∈ P
for all cells P ∈ P and r ∈ R>0. By the definition of L, we
immediately obtain the following.

Lemma C.17 ([14, Lemma 6.12]). Fix a change of coordi-
nates A ∈ GL(n,Z), two sets Iξ, Jξ ⊆ {1, . . . ,K}, and a cell
Q ∈ LA−⊤. Then the sets I ′ξ, J

′
ξ defined in (LocInfD)(b1) are

effectively computable and do not depend on v,α as long as
(vA−⊤,α) ∈ Q. In particular, the Property (LocInfD)(b1) is
either always true or always false for v,α, (vA−⊤,α) ∈ Q.

Let Q ∈ L. For (v,α), (v′,α′) ∈ Q, we have

inv,α(gj) = inv′,α′(gj)

for all j = 1, . . . ,m. Thus, if v = (0, . . . , 0, vd+1, . . . , vn)
is such that vd+1, . . . , vn are Q-linearly independent, then
indv,α(M) depends only on the cell Q ∈ L containing (v,α).
Hence, we can denote

indQ(gj) := indv,α(gj), j = 1, . . . ,m,

indQ(M) := indv,α(M), where (v,α) ∈ Q.

For any coordinate change A ∈ GL(n,Z), we simi-
larly define the partitions LA−⊤ and PA−⊤ based on the
super Gröbner basis φA(g1), . . . , φA(gm) and the vectors
ã1A, . . . , ãKA. In particular, each cell of LA−⊤ is of the form
Q · diag(A−⊤, IK), Q ∈ L, and each cell of PA−⊤ is of the
form P · A−⊤, P ∈ P . If vA−⊤ = (0, . . . , 0, vd+1, . . . , vn)

is such that vd+1, . . . , vn are Q-linearly independent, then
indvA−⊤,α(φA(M)) depends only on the cell Q ∈ LA−⊤

containing (vA−⊤,α). Similarly, for j = 1, . . . ,m, we can
denote

indQ(φA(gj)) := indvA−⊤,α(φA(gj)),

indQ(φA(M)) := indvA−⊤,α(φA(M)),

where (vA−⊤,α) ∈ Q.
The inputs in Theorem 4.14 are generators for modules M

over A = R[X±
1 , . . . , X±

n ], vectors ã1, . . . , ãK in Zn and pairs
of sets Iξ, Jξ, ξ ∈ Ξ. Our strategy is to use induction on n to
prove Theorem 4.14. The base case n = 0 reduces to linear
programming. Indeed, when n = 0, A = R,A+ = R>0, the
Property (8) is trivially true; and the problem becomes the
following: given an R-submodule M of RK , decide whether
M∩ RK

>0 contains an element. Since the given generators of
M all have integer coefficients, this is decidable using linear
programming.

The following lemma shows that a decision procedure for
Theorem 4.14 with smaller n can help us decide for a given
cell Q ∈ L if the module indQ(φA(M)) contains an fd

satisfying the Properties (LocInfD)(a) and (b2).

Lemma C.18 (Generalization of [14, Lemma 6.13]). Fix a
change of coordinates A ∈ GL(n,Z), sets Iξ, Jξ ⊆ {1, . . . ,K}
for each ξ ∈ Ξ, and a number 0 ≤ d ≤ n − 1. Suppose
Theorem 4.14 is true for all n0, 0 ≤ n0 ≤ n−1. Fix a cell Q ∈
LA−⊤, let I ′ξ, J

′
ξ, ξ ∈ Ξ, be the sets defined in (LocInfD)(b1).

We can decide whether the module indQ(φA(M)) contains an
element fd satisfying the Properties (LocInfD)(a) and (b2).

Proof. Suppose Theorem 4.14 is true for all 0 ≤ n0 ≤ n− 1.
In particular it is true for d ≤ n− 1. Fix a cell Q ∈ LA−⊤.

In (LocInfD), the Ad-submodule indvA−⊤,α(φA(M)) =

indQ(φA(M)) of AK
d is generated by the elements

indQ(φA(gj)), j = 1, . . . ,m. Recall that πd := Zn → Zd

denotes the projection onto the first d coordinates.
We then apply Theorem 4.14 the following way: replace n

by d; replace the elements g1, . . . , gm ∈ AK by the elements
indQ(φA(g1)), . . . , in

d
Q(φA(gm)) ∈ AK

d ; replace the vectors
ã1, . . . , ãK ∈ Zn by the vectors πd(ã1A), . . . , πd(ãKA) ∈
Zd; and replace the sets Iξ, Jξ, ξ ∈ Ξ, by the sets I ′ξ, J

′
ξ, ξ ∈

Ξ. Then Theorem 4.14 shows we can decide whether
indQ(φA(M)) contains an element fd satisfying fd ∈

(
A+

d

)K
and(
O′

u ∪ J ′
ξ

)
∩Mu(I

′
ξ,f

d) ̸= ∅, for every u ∈
(
Rd

)∗
, ξ ∈ Ξ.

These are exactly the Properties (LocInfD)(a) and (b2).

Denote by Op(A, d) the union of all cells Q ∈ LA−⊤ such
that the Property (LocInfD)(b1) is true for (vA−⊤,α) ∈ Q,
and such that indQ(φA(M)) contains an element fd satisfying
the Properties (LocInfD)(a)(b2). By Lemma C.17 and C.18,
the set Op(A, d) is effectively computable as a finite union
of polyhedra defined over rational coefficients (supposing



Theorem 4.14 is true for all 0 ≤ n0 ≤ n − 1). See [14,
Figure 29] for an illustration of Op(A, d).

Proposition C.19 (Generalization of [14, Proposition 6.14]).
Condition (LocInfD) of Proposition C.16 is equivalent to the
following:

2. (LocInfCell): For every A ∈ GL(n,Z) and every number
0 ≤ d ≤ n− 1, the following is true:

(a) For every v = (0, . . . , 0, vd+1, . . . , vn) ∈ {0}d ×
(Rn−d)∗ with vd+1, . . . , vn being Q-linearly indepen-
dent, there exists α ∈

(∑n
k=d+1 Zvk

)K
with (v,α) ∈

Op(A, d).

Proof. This follows directly from the definition of Op(A, d).

Lemma C.20 ([14, Lemma 6.15]). Given A ∈ GL(n,Z), d ∈
N and given Op(A, d) as a finite union of polyhedra defined
over rational coefficients, it is decidable whether the statement
(LocInfCell)(a) is true.

Proving Theorem 4.14: induction and a double proce-
dure.: We now give the full proof of Theorem 4.14. As
in [14], the overall strategy is to use induction on n, while
deciding the Conditions (LocR) and (LocInf) from the local-
global principle (Theorem C.2).

Theorem 4.14. Denote A := R[X±],A+ := R≥0[X
±]∗. Fix

n ∈ N and let Ξ be a finite set of indices. Suppose we are
given as input a set of generators g1, . . . , gm ∈ AK with
integer coefficients, the vectors ã1, . . . , ãK ∈ Zn, as well as
subsets Iξ, Jξ ⊆ {1, . . . ,K} for each ξ ∈ Ξ. Denote by M
be the A-submodule of AK generated by g1, . . . , gm. It is
decidable whether there exists f ∈ M∩ (A+)

K satisfying

(Ov ∪ Jξ) ∩Mv(Iξ,f) ̸= ∅, for every v ∈ (Rn)
∗
, ξ ∈ Ξ.

(8)
Here, if n = 0 then A is understood as R, and Property (8)
is considered trivially true.

Proof. We use induction on n. As remarked earlier, the base
case n = 0 degenerates into linear programming (given an
R-submodule M of RK , decide whether M∩ RK

>0 contains
an element). Suppose we have a decision procedure for all
n0 < n, we now construct a procedure for n.

By Theorem C.2 it suffices to decide whether the two
conditions (LocR) and (LocInf) are both satisfied. First we
check if (LocR) is true using Proposition C.8. If (LocR) is false
then we return False and conclude there is no f ∈ M∩(A+)

K

satisfying (8). If (LocR) is true then we proceed.
We now run the two following procedures in parallel:

1) Procedure A: We recursively enumerate all elements of
the Z[X±

1 , . . . , X±
n ]-module:

M̃Z :=


m∑
j=1

hj · gj

∣∣∣∣∣∣ h1, . . . , hm ∈ Z[X±
1 , . . . , X±

n ]

 .

For each element f ∈ M̃Z, check if f is in (A+)
K

and if it satisfies Property (8). This can be done in the

following way: since the entries of f contain finitely
many monomials, it suffices to check Property (8) for a
finite number of v. Indeed, since each of f1, . . . , fK has
only finitely many monomials, there exists a partition Lf

of (Rn)
∗ such that for each cell L ∈ Lf and for each

ξ ∈ Ξ, the set Mv(Iξ,f) is the same for all v ∈ L.
Furthermore, for each cell L ∈ LO, the set Ov is the same
for all v ∈ L. Therefore, it suffices to check Property (8)
for one vector v in each cell of the partition Lf ∨ LO.
This can be done in finite time for any given f . If some
element f ∈ M̃Z is in (A+)

K and satisfies Property (8),
we stop the procedure and return True.

2) Procedure B: We recursively enumerate all A ∈
GL(n,Z) and d ∈ {0, 1, . . . , n − 1}. For each A and d,
compute Op(A, d) using Lemma C.18 and the induction
hypothesis on n. Using Lemma C.20, we check if the
statement (LocInfCell)(a) from Proposition C.19 is false.
If for some A, d, the statement (LocInfCell)(a) is false,
then we stop the procedure and return False.

We claim that one of the two above procedures must stop.
Indeed, if M contains an element of (A+)

K satisfying Prop-
erty (8), then there exists an element f ∈ M̃Z ∩ (A+)

K that
satisfies Property (8) (see Lemma 4.15). In this case, Procedure
A terminates by finding an element f of M̃Z ∩ (A+)

K that
satisfies Property (8).

If M does not contain an element of (A+)
K satisfying

Property (8), then by Theorem C.2, Condition (LocInf) must
be false (since we have already checked (LocR) to be true).
By the chain of Propositions C.10, C.16 and C.19, the state-
ment (LocInfCell)(a) must be false for some A ∈ GL(n,Z) and
d ∈ {0, 1, . . . , n− 1}. In this case, Procedure B terminates by
finding A ∈ GL(n,Z) and d ∈ {0, 1, . . . , n − 1} where the
statement (LocInfCell)(a) is false.

Therefore, by running Procedure A and Procedure B in
parallel, we obtain an algorithm that always terminates for
n.
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